Network Effects in Contagion Processes: 
Identification and Control

In this paper, we study the problem of identifying network effects in contagion processes and present an application to the propagation of influenza in the United States. In particular, using data on the evolution of infections over time, the travel intensity between states as well as environmental conditions we first provide a framework to identify the true network effect of traveling between states. Any identification strategy in this context needs to handle the following challenges: the reflection problem and the time correlation problem. The reflection problem arises from the observation that when sampling from the contagion process is frequent (in our case, weekly), the (potential) endogenous network effect cannot be discriminated from the correlation effect (such as that due to similar environmental conditions). The time-correlation effect stems from the observation that contagion processes are naturally characterized by correlation across different lags. We propose an instrumental variable approach, based on a spatiotemporally lagged versions of the observed data, and we show that our approach effectively tackles the aforementioned issues both theoretically and through a series of robustness checks. Finally, we use our estimates to propose and evaluate the performance of intervention and control policies, illustrating the benefits of network-based interventions.

1. Introduction

Contagion phenomena frequently dominate news headlines and public discussion, including the propagation of information [1] or misinformation [2], viral marketing and product adoption through word of mouth [3], the spread of computer viruses [4], the diffusion of innovations [5], financial contagion [6, 7], supply chain disruptions [8, 9] and, more traditionally, epidemics1 and pandemics2 at the national or international level. Due to the severity of these phenomena, online platforms, government officials, public health and pharmaceutical industry professionals, policy makers, and infectious-disease researchers increasingly need to understand the transmission dynamics, make better predictions, and design effective intervention policies. The significance of such contagion phenomena has led to extensive work on modeling their evolution and on understanding the resulting dynamics [10, 11, 12]. The main characteristic of these models is the presence of an underlying

---

1 https://www.cdc.gov/flu/about/disease/burden.htm
contact network. Depending on the context, the network may represent contacts between individuals [13], influence among them [14, 15], or influence among different blogs in the blogspace [1, 3, 16]. Building on these models, a rich line of work on designing intervention policies to control (typically minimize or maximize) the effect of contagion processes has been developed. Network-based interventions have been proposed in the literature, primarily involving the design of techniques to identify central nodes in a static [17, 18, 19, 20] or dynamic [21, 22] manner. Both of these research directions assume that the magnitude of the network effect is known. However, both the modeling predictions and the policy designs greatly depend on the magnitude of the network effect, making the accurate estimation of the latter of utmost importance.

In this paper, we propose a method for estimating network effects for contagion processes, and we evaluate intervention strategies for their effective containment using the estimation result. The application explored in this paper is that of influenza, in the context of which network effects arise due to traveling of infected individuals between different states in the United States. The methodology developed, however, can be applied to any contagion process, as long as the dynamics are driven by a combination of endogenous and exogenous factors.

Influenza, commonly known as “the flu”, is an infectious disease caused by an influenza virus [23]. Symptoms can be mild to severe. The most common symptoms include high fever, runny nose, sore throat, muscle pains, headache, coughing, and fatigue. These symptoms typically begin two days after exposure to the virus and usually last less than a week. While the impact of flu varies, overall, it places a substantial burden on the health of people in the United States each year. In fact the Center for Disease Control (CDC) estimates that influenza has resulted in between 9.2 million and 35.6 million illnesses, between 140,000 and 710,000 hospitalizations, and between 12,000 and 56,000 deaths annually since 2010. The transmission dynamics of influenza are mostly determined by the following three factors:

(i) **Human contact:** People with the flu can spread it to others up to about 6 feet away. Most experts think that flu viruses are spread mainly by droplets emitted when people with flu cough, sneeze, or talk. These droplets can land in the mouths or noses of people who are nearby or can possibly be inhaled into the lungs. Less often, a person might also get the flu by touching a surface or object that has flu virus on it and then touching their own mouth or nose.³

(ii) **Vaccination:** Immunization with an annual seasonal flu vaccine is the best way to reduce the risk of getting sick with seasonal flu and spreading it to others. When more people get vaccinated against the flu, the infection spread through a community will be more limited.

³ Center for Disease Control and Prevention: https://www.cdc.gov/flu/about/disease/spread.htm
The size of the vaccination coverage among the adult population during the 2015-2016 season was 41.7%, while among the child population was 59.3%, in the United States.

(iii) Environmental conditions: Recent advances in epidemiology literature (see [24] and references therein) show that the transmission dynamics of the influenza viruses greatly depend on absolute humidity, explaining the seasonal patterns of influenza.

These three mechanisms affect the transmission dynamics simultaneously, and therefore, identifying their separate effects on the propagation of the disease, although challenging, as we will shortly see, has significant implications both for the understanding of contagion processes and the designing of intervention policies to minimize their impact.

More rigorously, estimating causal network effects in contagion processes is challenging for two reasons. First of all, since the processes are dynamic, properly dealing with the serial correlation across observations in the analysis is important. Most common regression methods such as ordinary least squares (OLS) require that the observations are independent and identically distributed, which is not applicable in such a dynamic setting. Therefore, one needs to resort to panel data methods in econometrics, which provide techniques for properly accounting for the diffusion of the processes.

Second, estimating the network effects is challenging even in a static environment. This problem was first introduced by [25] in the setting of estimating peer effects among students in the same class. The general idea is as follows. If we are interested in estimating the network effect between two nodes $i$ and $j$, the most straightforward way is to regress the outcome observed at $i$, e.g., number of infected population, on the outcome observed at $j$. However, there are two problems with this approach. First, there is the usual endogeneity issue: $j$ affects $i$, but $i$ also affects $j$. Regressing the outcome of one on the other is not recovering the causal network effect of interest. Second, and more importantly, we cannot separately identify the network effect of interest from the correlation between the determinants of the outcome variable. For example, if we observe that the infected populations in New York and New Jersey are highly correlated, we cannot separate the effect of people traveling between the two states from the effect of the two states having similar environmental conditions. Proper handling of these two challenges leads to accurate identification of network effects, which, on top of the methodological interest, has significant implications on designing intervention policies.

The two principal strategies for containing serious human outbreaks of influenza are therapeutic countermeasures (e.g., vaccines and antiviral medications), from now on referred to as medical interventions, and public health interventions (e.g., infection control, social separation, and quarantine), from now on referred to as network interventions. Vaccination and, to a lesser extent,
antiviral medication are perhaps the most important *medical interventions* for reducing the morbidity and mortality associated with influenza. In fact, these approaches are considered so effective that the United States devotes over 90% of pandemic influenza spending to medical interventions [26]. The country’s policy and strategic plan against influenza to a great extent revolves around increasing the production capacity of vaccines in order to ensure timely satisfaction of the demand [27].

Medical intervention is clearly effective when a vaccine is abundantly available and vaccine coverage is high: in the extreme case where the whole population is vaccinated at the beginning of the season, the possibility of a pandemic would be minimal if not obsolete. Unfortunately, such a scenario is not realistic: the strain of the virus is different among different seasons, and thus new vaccines need to be produced after the population has been exposed to the virus leading to a mismatch between public health needs and private-sector production capabilities. This drawback of medical intervention necessitates the development of different approaches for the containment and control of contagion processes.

Since the mechanism of the transmission of contagion processes is based on interactions between humans, decreasing social mixing (or increasing social distance) is another intervention approach that has been effective on a smaller scale. For example, when societies are faced with pandemics, public places such as schools and mass transit hubs may be closed, or high-risk individuals, such as teachers, doctors and other health professionals, may be distanced from from social or professional interactions. On a larger scale, the approach of decreasing interaction may take the form of quarantining individuals [28], groups [29], or whole geographic regions [30]. Such approaches are based on the principle of reducing the network interactions among humans, groups, or regions, hence decreasing the effective infection rate of the disease. These approaches, although hard to implement, have the significant advantage of being effective immediately (in contrast to the production delays of medical interventions) and independently of the strain of the virus. Clearly, however, such approaches have several disadvantages related to practical and ethical issues; these are extensively discussed in the public health literature [31].

Understanding and comparing the efficacy of medical versus network interventions is crucial when policy makers are making budgeting and planning decisions. The trade-offs are closely related to the intensity of the network effects as we shall shortly see, underlining the practical relevance of accurately measuring the latter.

1.1. Main Results

Our contributions in this paper are threefold:
(i) **Methodological Contributions:** We develop identification methods to simultaneously tackle the two identification challenges mentioned above: time correlation and network endogeneity. In particular, using the network structure as well as past measurements of exogenous factors (absolute humidity in the influenza application), we construct appropriate instrumental variables and show how they can be used to identify network effects in a contagion process. We should emphasize that our methodology is not tied to the specific application of influenza or epidemics; rather it is applicable whenever observational panel data on a contagious phenomenon that is driven by a combination of endogenous and exogenous factors are available.

(ii) **Practical Insights:** Applying our methodology to our dataset, consisting of 6 years of weekly data on influenza-related infections, pairwise travel intensities, vaccine coverage, environmental factors, health indices, gas prices, and household incomes, we identify the network (traveling) effects on the propagation of influenza. We discover that traveling between states has a significant impact on the transmission of the virus in the country, leading to an aggregate effect of $10\% - 110\%$ of the effect of in-state infections.

(iii) **Policy Implications:** Using our estimates, we are able quantify the efficacy of different interventions. In particular, we show that targeted medical interventions (increasing the vaccine availability in specific “central” states) can lead to substantial improvement in terms of the number of infections compared to the currently adopted uniform increase of vaccine availability. Furthermore, we identify the set of states as well as the set of state pairs where network intervention (travel monitoring and regulation) would lead to the largest decrease in infection levels.

### 1.2. Related Literature

The problem of identifying network effects was first introduced by [25] in the context of studying peer effects in classrooms. In general, depending on the context, several sources of bias have been identified including contextual and correlated effects [25, 32], simultaneity and other time-related factors [33, 34], and homophily [35]. The approaches adopted in the literature to correct these biases and accurately estimate network effects can be broadly categorized as follows:

(i) **Randomized experiments:** Appropriately designed experiments [36] have been proposed and used in the literature to identify network effects in different contexts: [37, 38] study peer effects on educational outcomes, [39] studies the effect of word of mouth on product virality, [35] studies the effect of social influence on knowledge propagation, and belief formation and [40] studies network effects on product demand.

(ii) **Inference from observations:** [32, 41, 42] and others have developed different methods to solve the identification problem in the setting of social network effects using observational data.
Typically, these studies use instrumental variables to remove the endogeneity and obtain unbiased estimates of the network effects. Several applications have been explored, including studies of network effects between different products [43], social effects on behavior [44], and viral marketing [45].

In our context, where the effect of inter-state travel on the propagation of influenza is under study, deploying a randomized experiment would be impractical, if not infeasible. Instead, we extend the work of [46, 25, 32] and use observational data to obtain estimates, but extend existing literature by showing that the identification of network effects can be achieved in dynamic settings with panel data.

The rest of this paper is organized as follows. In Section 2 we present our dataset. In Section 3 we present our model an identification technique. In Section 4 we present our empirical findings while in Section 5 we present the policy implications. Finally, in Section 6 we present the conclusions of this paper an identify directions of future research.

2. Data

In this section, we describe the source and nature of the data that we use for our analysis. We present the different elements of data in order of appearance in our model.

Infection Data

In an attempt to provide faster detection and more detailed reporting, innovative surveillance systems have been created to monitor indirect signals of influenza activity, such as call volume to telephone triage advice lines and over-the-counter drug sales. About 90 million American adults are believed to search online for information about specific diseases or medical problems each
year, making web search queries a uniquely valuable source of information about health trends. Google created a system [47] that builds on this observation by utilizing an automated method of discovering influenza-related search queries. By processing hundreds of billions of individual searches from five years of Google web search logs, this system generates comprehensive models for use in influenza surveillance, providing regional and state-level estimates of influenza-like illness (ILI) activity in the United States. In the present work, we use the dataset provided by the Google Flu Trends tool, which consists of weekly estimates of influenza related infections for all 50 states over 8 seasons, namely, 2008-2015. Although an early version of this tool produced data with low accuracy on rare occasions [48], multiple studies have found that the overall accuracy level of the data to be high [49, 50, 51]. We use the most recent version of the tool introduced in 2014 which improves on the previous versions and has been shown to have high accuracy [52].

A typical snapshot of this dataset for a specific state during a specific season is shown in Figure 1(a). Note that we exclude from the dataset the season 2009-2010 due to the H1N1 influenza virus outbreak, which featured non-typical behavior (see Figure 1(a)), as well as the season 2008-2009 due to the a lack of enough samples. We denote by \( \hat{I}_i(t) \) the number of infections, as provided by this tool.

Environmental Conditions

As Figure 1(a) illustrates, influenza spreads around the world in yearly outbreaks, resulting in about three to five million cases of severe illness and about 250,000 to 500,000 deaths per year. In the northern and southern parts of the world, outbreaks occur mainly in the winter, while in areas around the Equator, outbreaks may occur at any time of year. Previous studies indicate that environmental factors may affect such seasonality patterns, and have analyzed data from laboratory experiments to explore the effects of different parameters on influenza virus transmission and influenza virus survival. Recent studies (see [24] and references therein) find that absolute humidity constrains both transmission efficiency and, more significantly, influenza virus survival. In particular, in these studies, 50% of influenza virus transmission variability and 90% of influenza virus survival variability are explained by absolute humidity. In line with these experimental findings, in temperate regions, both outdoor and indoor absolute humidity possesses a strong seasonal cycle, with the lowest values occurring during the winter. This seasonal cycle is consistent with a wintertime increase in influenza virus transmission and influenza virus survival and can be used to explain the seasonality of influenza. Thus, differences in absolute humidity provide a single, coherent, physically sound explanation for the observed variability of influenza seasonality. We use meteorological data from the National Oceanic and and Atmospheric Administration\(^4\) and use

\(^4\text{https://www.ncdc.noaa.gov/data-access/land-based-station-data/land-based-datasets}\)
\( \hat{H}_i(t) \) to denote the absolute humidity in state \( i \) at time \( t \). We should note that the dataset, consists of daily samples from 1600 stations across the country and that \( \hat{H}_i(t) \) is the average measurement over the corresponding week across all stations in state \( i \).

**Susceptible Population**

Immunity may develop after an individual takes a flu vaccine, which causes antibodies to be produced in the body about two weeks after vaccination. These antibodies provide protection against infection with the viruses that are covered by the vaccine. Understanding the evolution over time of the vaccinated population is crucial to understanding the evolution of the susceptible population in each state. CDC provides weekly estimates of the fraction \( \hat{V}_i(t) \) of the non-vaccinated population for all seasons of interest through the FluVaxView\(^5\) tool. Using the latter, as well as estimates on the population of each state \( \hat{N}_i \) from the 2010 Census data\(^6\) we write

\[
\hat{S}_i(t) = \hat{N}_i \hat{V}_i(t)
\]

Note here that we exclude from our analysis the number of infected individuals who recovered from the flu and developed immunity. This simplifying assumption is further justified by observing that whereas the size of the susceptible population is in the order of millions, the number of recovered individuals is in the order of thousands and therefore can be safely omitted without affecting our results.

**Travel Intensity**

In order to obtain an estimate of the travel intensity between different pairs of states, we use data from the National Household Travel Survey (NHTS)\(^7\). This is the flagship survey of the U.S. Department of Transportation (DOT) and is conducted periodically to assess the mobility of the American public. The survey specifically gathers trip-related data, such as mode of transportation, duration, distance, and purpose, and then links the travel-related information to demographic, geographic, and economic data for analysis. The NHTS survey data that we used for our analysis were collected in 1990, 1995, 2001, 2009, and 2014. Each survey covers about 25,000 households representing all 50 States and the District of Columbia. During the survey period, each household was sent a travel diary and asked to report all travel by household members. For the purposes of our analysis, we identified for each (directed) pair of states the number of individuals traveling

\(^5\) https://www.cdc.gov/flu/fluvaxview/interactive-general-population.htm
\(^6\) https://www.census.gov/2010census/data/
\(^7\) http://nhts.ornl.gov/download.shtml
from state to state, after normalizing by the population size. Specifically, our calculation for the travel intensity is equal to

\[ A_{ij} = \frac{\hat{N}_{ij}}{\hat{D}_i} \hat{N}_j, \]

where \( \hat{N}_{ij} \) is the total number of individuals (in the dataset) in the sample traveling from state \( i \) to state \( j \), \( \hat{D}_i \) is the sample size for state \( i \), and \( \hat{N}_i \) is the population of state \( i \). The reader should note that the entry \( A_{ij} \) corresponds to the flow from state \( j \) into state \( i \). We use this convention in order to make the notation in the following sections simpler.

3. Model and Estimation

In this section, we present the model that we will be using for the remainder of this paper. We first introduce the baseline model, which is the simplest one that allows us to obtain interpretable and robust results. Then, we discuss the identification and estimation of the model, and provide a series of improvements to the baseline model, to underline the robustness of our findings.

3.1. Baseline Model

We consider each of the 50 states of the United States as being represented by a node on a weighted directed graph \( G \). We use \( A \) to denote the travel matrix of the graph, where each entry \( A_{ij} \) is proportional to the intensity of traveling from state \( i \in V \) to state \( j \in V \). We denote by

\[ E = \{(i,j) : A_{ij} > 0\}, \]

the set of edges of the underlying network on which there is non-zero travel intensity. Moreover, we denote by

\[ Y_i(t) = \log(\hat{I}_i(t)), \]

the logarithm of the number of infected individuals in state \( i \) at time \( t \), by

\[ S_i(t) = \log(\hat{S}_i(t)), \]

the logarithm of the number of susceptible individuals in state \( i \) at time \( t \), and by

\[ H_i(t) = \log(\hat{H}_i(t)), \]

the logarithm of the absolute humidity in state \( i \) at time \( t \).

Note that we take the log transformation for all quantities for the following reason: the growth of the infected population is likely to follow an exponential pattern and taking logarithms makes
the relationship closer to a linear one thus providing a stationary environment for the regression analysis, which is key for the analysis to be valid. Moreover, since all variables in the model are positive, taking the log transformation removes the restriction on the value range of those variables and makes the linear relationship a more reasonable approximation. Note that this is common practice in the econometrics literature when the dependent variable of interest is growing over time or when some variables in the analysis only take on positive values [53].

Using standard notation, whenever we omit the index \(i\) from any of the aforementioned objects, we denote the \(50 \times 1\) vector, whose entries are the values for each corresponding state. With this notation in mind, our baseline model for the propagation of the flu can be written as

\[
Y_i(t + 1) = \beta_0 + \beta_1 H_i(t) + \beta_2 S_i(t) + \beta_3 Y_i(t) + \beta_4 A_i \cdot Y(t) + r_i + \nu_i(t),
\]

where the operator \(\cdot\) denotes the inner product and \(A_i\) denotes the \(i\)-th row of the travel matrix \(A\). Equation (1) explicitly models the dependence of the infection process on absolute humidity, \(H_i(t)\) (exogenous effect), the number of susceptible individuals \(S_i(t)\) (state-level characteristic), the number of infected individuals within the state \(Y_i(t)\), and the number of infected individuals who travel from all neighboring states \(j\), with \((j, i) \in E\) (network effect). Note that we add an unobserved, state-specific effect \(r_i\) to control for the various unobserved demographic, environmental, and economic inhomogeneities across states, which would potentially affect the evolution of the flu. For the baseline model, we assume that \(r_i\) for all \(i \in V\) is unknown. Later, in Section 4, we include additional control variables, such as the Health Index data as described in Section 2.

Throughout the paper, we uppercase all variables that are observable to us in the data, and we lowercase all variables that are unknown to us (either unobserved, such as the noise \(\nu_i(t)\), or to be estimated, such as the parameters \(\beta_1, \beta_2, \beta_3, \beta_4\)).

3.2. Estimation

Correctly estimating the unknown parameters in (1) is challenging, mostly due to the difficulty of identifying the network effect, \(\beta_4\). This difficulty is in turn due to the following two effects that act simultaneously:

(i) time correlation: The variables \(Y_i(t)\) and \(S_i(t)\) in (1), corresponding to the infected population and the susceptible population respectively are naturally correlated over time.

(ii) spatial correlation: If two states are connected through the network and have similar infection patterns, this can be explained by either the causal effect of traveling between them, or by the similarity in the patterns between the explanatory variables such as absolute humidity \(H_i(t)\) or the state-level characteristics \(S_i(t)\).
In order to clearly illustrate the two effects and explain the proposed estimation method, we start by decomposing the two problems: we first explain the identification and propose a solution to the time correlation issue without the network structure, and we then explain the spatial correlation issue in a static model without the time correlation issue. Finally, we discuss the identification and estimation of the network effect in the presence of both time correlation and spatial correlation.

3.2.1. Identification of dynamic model without network effect

Suppose, for the purposes of this discussion, that the nodes on the network are isolated, i.e., there is no travel between states. Equation (1) becomes

\[ Y_i(t + 1) = \beta_0 + \beta_1 H_i(t) + \beta_2 S_i(t) + \beta_3 Y_i(t) + r_i + \nu_i(t). \]

This is the classic panel data regression setting. Following the common practice in the literature, we take the difference between \( Y_i(t + 1) \) and \( Y_i(t) \) \([46, 54]\). This allows us to difference out any unobserved state-specific effect captured by \( r_i \), as well as the time trend in \( \nu_i(t) \). After taking the difference, Equation (2) becomes

\[ \Delta Y_i(t + 1) = \beta_1 \Delta H_i(t) + \beta_2 \Delta S_i(t) + \beta_3 \Delta Y_i(t) + \varepsilon_i(t), \]

where \( \Delta Y_i(t) = Y_i(t) - Y_i(t - 1) \), \( \Delta H_i(t) = H_i(t) - H_i(t - 1) \), \( \Delta S_i(t) = S_i(t) - S_i(t - 1) \), and \( \varepsilon_i(t) = \nu_i(t) - \nu_i(t - 1) \).

An alternative approach to taking the difference is to include fixed effects and estimate \( r_i \). However, this imposes stronger independence assumptions on the error term \( \nu_i(t) \) if we would like to obtain consistent estimates of the parameters in the model. By taking the differences, we are able to relax this assumption. We plot \( Y_i(t) \) and \( \Delta Y_i(t) \) in Figure 2(a) and Figure 2(b), respectively, to support our modeling choice. These figures show that \( Y_i(t) \) exhibits strong serial correlation, while \( \Delta Y_i(t) \) more closely resembles an independent identically distributed sample. We include the one period lag \( \Delta Y_i(t) \) as an explanatory variable to account for the residual serial correlation.

To recover unbiased estimates for the unknown parameters, simply regressing \( \Delta Y_i(t + 1) \) on the \( \Delta H_i(t) \), \( \Delta S_i(t) \), and \( \Delta Y_i(t) \) is not sufficient. There are two endogenous variables in the equation, \( \Delta S_i(t) \) and \( \Delta Y_i(t) \), i.e., \( E[\varepsilon_i(t) \Delta S_i(t)] \neq 0 \), and \( E[\varepsilon_i(t) \Delta Y_i(t)] \neq 0 \). Intuitively, \( \varepsilon_i(t) \) captures the determinant of newly infected individuals unobserved to the researcher in period \( t \). Since both the infected population and the susceptible population in period \( t - 1 \) affect the number of new infections in period \( t \), \( S_i(t - 1) \) and \( Y_i(t - 1) \) are correlated with \( \varepsilon_i(t) \). Therefore, in turn, \( \Delta Y_i(t) \) and \( \Delta S_i(t) \) are correlated with \( \varepsilon_i(t) \).

In order to resolve this endogeneity issue, we observe that (3) can be solved as
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Figure 2

(a) Serial correlation in $Y_i(t)$

(b) Independence of $\Delta Y_i(t)$

\[
\Delta Y_i(t) = \sum_{j=1}^{t-2} \beta_j \Delta H_i(t-j) + \beta_2 \Delta S_i(t-j) + \epsilon_i(t-j)) + \beta_3^{t-2} \Delta Y(2),
\]

for all $t \geq 2$, hence establishing that the time-lagged values $\Delta H_i(t-1), \Delta H_i(t-2), \Delta H_i(t-3), \ldots$ of the humidity affect $\Delta Y_i(t)$. Note that total population = infected population + susceptible population immune population. Thus, the size of the infected population and susceptible population in the same period are correlated. This implies that the time-lagged humidity values also affect $\Delta S_i(t)$. Therefore, $\Delta H_i(t-1), \Delta H_i(t-2), \Delta H_i(t-3), \ldots$ satisfy the relevance condition to be valid instrumental variables for $\Delta Y_i(t)$ and $\Delta S_i(t)$.

Next, we show that the lagged humidity variables satisfy the exclusion restriction to be valid instrumental variables. First, humidity levels are exogenously determined and thus they are not affected by the spread of the flu. This implies that given the state specific effect $r_i$, any unobserved determinant of the infected population is mean independent of the history of the humidity levels. In other words, humidity is a “truly exogenous” variable in the standard panel data method introduced by [46]:

Assumption 1.

\[
E[\nu_i(t)|H_i(-\infty), \cdots, H_i(\infty), r_i] = 0.
\]

This is a strong assumption, but we believe that it is a reasonable one, given that the nature of the variation in humidity levels is random. Following [46], we take the differences between the equation in Assumption 1 and the same equation in period $t-1$: $E[\nu_i(t-1)|H_i(-\infty), \cdots, H_i(\infty), r_i] = 0$. We have

\[
E[\varepsilon_i(t)|\Delta H_i(-\infty), \cdots, \Delta H_i(\infty)] = 0,
\]

which implies that $\Delta H_i(-\infty), \cdots, \Delta H_i(\infty)$ satisfy the exclusion restriction.
To summarize, the time lagged humidity measures $\Delta H_i(t - k)$ where $k \geq 1$ satisfy
1. **relevance condition:** they affect $\Delta Y_i(t)$ and $\Delta S_i(t)$,
2. **exclusion restriction:** the humidity measures two or more periods before are not directly correlated with the size of infected population in the current period.

As a result, $\Delta H_i(t - k)$, where $k \geq 1$ are valid instrumental variables for $\Delta Y_i(t)$ and $\Delta S_i(t)$, and the unknown parameters in Equation (3) can be identified. As we will see in the discussion below, similar intuition for identification extends to the setting with the presence of network effects.

### 3.2.2. Identification of a static model with network effects

In this section, we discuss the identification of a static model with network effects. To simplify the notation and for the purposes of this preliminary discussion, we ignore the dependence on time $t$ in Equation (1). We also ignore the state specific effect $r_i$ in this subsection since we can difference it out, as described in the previous section.

We start with a simple network with two nodes $i$ and $j$. Equation (1) then becomes

$$Y_i = \beta_0 + \beta_1 H_i + \beta_2 S_i + \beta_4 Y_j + \nu_i. \tag{4}$$

To further simplify the discussion, we assume in this section that both $H_i$ and $S_i$ are exogenous determinants of $Y_i$. In other words, $E[\nu_i|H_i, S_i] = 0$. Taking the conditional expectation on both sides, we have

$$E[Y_i|H_i, S_i] = \beta_0 + \beta_1 H_i + \beta_2 S_i + \beta_4 E[Y_j|H_i, S_i],$$

or, in matrix form,

$$E[Y|H, S] = \beta_0 + \beta_1 H + \beta_2 S + \beta_4 E[Y|H, S].$$

When $\beta_4 \neq 1$, it is clear from the following equation that the network effect $\beta_4$ is not separately identified from the other parameters:

$$E[Y|H, S] = \beta_0/(1 - \beta_4) + \beta_1/(1 - \beta_4)H + \beta_2/(1 - \beta_4)S.$$

This is a simple example of the “reflection problem” studied in [25]. The intuition of this result is as follows. First, if $i$ and $j$ are connected on the network, it is likely that $H_i$ and $H_j$, or $S_i$ and $S_j$ are also correlated through the connection. As explained in detail in [25], any correlation between $Y_j$ and $Y_i$ could be explained by either the network effect we are interested in, namely, $\beta_4$, or the correlation between the determinants of $Y_i$ and $Y_j$. Therefore, it is difficult to separately identify the network effect between two connected nodes on the network and the correlation between their respective determinants.
Second, there can be unobserved variables that affect $Y_i$ and are also correlated with $Y_j$ through the network. In other words, $r_i$ and $r_j$ in Equation (1) are correlated through the connection of $i$ and $j$ on the network. This correlation also leads to issues in the identification of the network effects that we are interested in estimating. Since this problem is easier to deal with in the panel data setting, we postpone the discussion on this issue to the next subsection, when dynamics are reintroduced into the model. Meanwhile, we focus on the first identification issue in this subsection.

In order to resolve the “reflection problem”, we generalize the setting to networks with more than two nodes and show that the identification of the network effect can be achieved under certain conditions. We utilize the network structure and exogenous determinants of $Y_i$ to identify the network effect. The main idea is similar to that in [32], where in a static setting of estimating peer effects on a social network, spatially “lagged” measurements of the exogenous determinants are valid instrumental variables for the network effect as long as the (binary) matrices $G$, $G^2$, and $G^3$ are not linearly dependent, where $G$ denotes the (binary) travel matrix. If $j$ is $i$’s neighbor on the network, $k$ is $j$’s neighbor, but $k$ is not $i$’s neighbor, then the exogenous variable acting on agent $k$ will not have a direct impact on $Y_i$ but is correlated with it through $Y_j$. Therefore, since the exogenous variable acting on $k$ is only affecting $Y_i$ through $Y_j$, it is a valid instrument for the network effect of $j$ on $i$.

Adapting this idea to the preliminary setting of this subsection, with more than two nodes on the network, Equation (4) becomes

$$Y_i = \beta_0 + \beta_1 H_i + \beta_2 S_i + \beta_4 A_i \cdot Y + \nu_i,$$

where again we assume $E[\nu_i | H_i, S_i] = 0$. We construct instrumental variables later to deal with the endogeneity problem of $S_i$. We first show that if certain conditions on the network structure $A$ are satisfied, $\beta_4$ is identified. Rewriting Equation (5) in matrix format, we have

$$Y = \beta_0 + \beta_1 H + \beta_2 S + \beta_4 A \cdot Y + \nu.$$

If $(I - \beta_4 A)$ is invertible, we can write

$$Y = (I - \beta_4 A)^{-1} \beta_0 e + (I - \beta_4 A)^{-1} \beta_1 H + (I - \beta_4 A)^{-1} \beta_2 S + (I - \beta_4 A)^{-1} \nu,$$

where $e$ is an $N \times 1$ vector of ones. Since $(I - \beta_4 A)^{-1} = \sum_{k=0}^{\infty} \beta_4^k A^k$, we have

$$Y = (I - \beta_4 A)^{-1} \beta_0 e + \beta_1 \sum_{k=0}^{\infty} \beta_4^k A^k H + \beta_2 \sum_{k=0}^{\infty} \beta_4^k A^k S + \sum_{k=0}^{\infty} \beta_4^k A^k \nu.$$
Then, we can write

$$E(A \cdot Y | S, H) = A(I - \beta_4 A)^{-1} \beta_0 e + \beta_1 AH + \beta_2 AS + \beta_1 \sum_{k=1}^{\infty} \beta_k^4 A^{k+1} H + \beta_2 \sum_{k=1}^{\infty} \beta_k^4 A^{k+1} S, \quad (7)$$

if $E[\nu | H, S] = 0$. Therefore, the spatially lagged values $\{A^{k+1}H\}_{k \geq 1}$ of the humidity satisfy the following conditions

1. **relevance**: by Equation (7), they affect the network term $A \cdot Y$,

2. **exclusion restriction**: Since humidity condition is exogenous, $E[\nu | H] = 0$. If $A$, $A^2$, and $A^3$ are linearly independent, then the network effect is separately identified from the “exogenous effect”. In [32], this condition is only satisfied for binary $A$ with certain structures. In our setting, since $A$ indicates travel intensity between states, this condition is generally satisfied. Therefore, $A^2H$ and $A^3H$ can be used as instrumental variables for $AY$. The intuition as follows: state $i$’s neighbors’ neighbors’ exogenous determinant $H$ affects $i$’s infection level only through $AY$ if the intensity of connection between two nodes on the network is generally different. The additional variation found in the neighbors’ neighbor’s humidity levels $H$ is what we use to identify the network effect. Note that theoretically, the same argument applies to $A^4$, $A^5$, etc.\(^8\)

The term $AH$ Equation (7) captures what Manski refers to as “exogenous effect” in [25]. It can be interpreted as the effect of $i$’s neighbors’ infection level on $Y_i$ due to the correlation between their humidity levels. To control for the exogenous effect, [32] includes the neighbors’ covariates, such as $AH$ in the current setting, in the regression Equation (6). In our setting, however, since the network $A$ of interest is about travel patterns, it does not make sense to assume that humidity levels are correlated through travel. Instead, humidity levels are more likely to be correlated if two states are geographically adjacent to each other. Therefore, in the full specification of the model, we include the additional covariate $BH$, where the matrix $B$ indicates the spatial adjacency of every pair of states. Similarly, we also include $BS$ as a additional covariate.

Given that the size of the susceptible populations is correlated with the number of infected individuals and is correlated with the humidity condition, the same set of instruments $A^2H$, $A^3H$, etc. are also valid for $S$. We summarize this identification result in Proposition 1.

**Assumption 2.** $E[\nu | H] = 0$.

**Assumption 3.** Matrices $I$, $A$, $A^2$, $A^3$ are linearly independent.

**Proposition 1.** Under Assumptions 2 and 3, $A^2H$ and $A^3H$ are valid instrumental variables for $AY$ and $S_i$ in Equation (6), and the unknown parameters in (6) are identified.

\(^8\)In practice, we stop at $A^3$, as higher order terms prove to have a weaker correlation to $AY$.\[15\]
With additional control variables $BH$ and $BS$, Equation (6) becomes

$$Y = \beta_0 + \beta_1 H + \beta_2 S + \beta_4 A \cdot Y + \beta_5 BH + \beta_6 BS + \nu,$$

and Equation (7) becomes

$$E(A \cdot Y|S,H) = G(I - \beta_4 A)^{-1} \beta_0 e + (\beta_1 A + \beta_5 AB)H + (\beta_2 G + \beta_6 AB)S$$

$$+ (\beta_1 A + \beta_5 AB) \sum_{k=1}^{\infty} \beta^k A^k H + (\beta_2 G + \beta_6 AB) \sum_{k=1}^{\infty} \beta^k A^k S.$$

By the same reasoning as above, all the cross terms, such as $ABH$, are also valid instrumental variables (under some linear independence assumptions), hence providing us with a richer set of instrumental variables and better estimation results. We summarize this result in Proposition 2.

**Assumption 4.** Matrices $I$, $A$, $B$, $AB$, $A^2B$ are linearly independent.

**Proposition 2.** Under Assumptions 2 and 4, $ABH$ and $A^2BH$ are valid instrumental variables for $AY$ and $S_i$ in Equation (8), and the unknown parameters in (8) are identified.

Intuitively, the instrumental variables $ABH$ and $A^2BH$ exploit the differences between the two networks $A$ and $B$ to separately identify the network effect from the correlated effect that we discussed above. For example, if states $i$ and $j$ are adjacent, $i$ and $k$ are not adjacent, but $j$ and $k$ are connected through the travel network $A$. The instrument $ABH$ measures the effect of $H_k$ on $Y_i$ through $Y_j$, i.e., the humidity level in state $k$ affects the infection level in state $j$ through their link on network $A$, and then affects $Y_i$ through its link to $j$ on network $B$. Since $i$ and $k$ are not directly linked on $AB$, the correlated effect does not contaminate the endogenous network effect.

This identification result utilizes the structure of both network $A$ and network $B$. The additional information used in this identification method compared with the method in Proposition 1 makes the result more robust. Assumption 4 is also less demanding than Assumption 3 if network $B$ contains different types of information than network $A$. We think that this identification result can be applicable in many other settings where understanding of the causal network effect is important.

### 3.2.3. Identification of dynamic models with network effects

As we established in Sections 3.2.1 and 3.2.2, when estimating network effects from panel data, there are two different challenges that unbiased estimation faces: the endogeneity due to time correlation and the endogeneity due to network or spatial correlation. As discussed above, for both challenges, the solution requires the construction of instrumental variables using appropriately lagged measurements of the exogenous variable (humidity). Specifically, when dealing with the time endogeneity issue, the instruments are time-lagged measurements ($H(t - k - 1)$) of the exogenous variable. Similarly, when
dealing with the network endogeneity, the instruments are network-lagged measurements (\(A^{k+1}H\)), hence uncovering a fundamental similarity between the two settings. In this section, we generalize these results to the dynamic setting with network effects by appropriately constructing instruments using time- and network-lagged measurements of the exogenous variable.

As explained in the previous section, in order to account for the potential correlations between the exogenous variables and susceptible populations in neighboring states, we add the covariates \(BH(t)\) and \(BS(t)\) in the main specification. In vector notation, we write

\[
Y(t) = \beta_0 e + \beta_1 H(t) + \beta_2 S(t) + \beta_3 Y(t) + \beta_4 A \cdot Y(t) + \beta_5 BH(t) + \beta_6 BS(t) + r + \nu(t),
\]

where \(B\) denotes the geographic adjacency matrix. We first take the difference between \(Y_i(t+1)\) and \(Y_i(t)\) to obtain

\[
\Delta Y(t+1) = (\beta_1 I + \beta_5 B) \Delta H(t) + (\beta_2 I + \beta_6 B) \Delta S(t) + (\beta_3 I + \beta_4 A) \Delta Y(t) + \varepsilon(t).
\]

This allows us to difference out any unobserved state-specific effect captured by \(r_i\) as well as the time trend in \(\nu_i(t)\). It also alleviates the identification concern coming from the potential correlation between \(r_i\) and \(r_j\) discussed in the previous subsection. Note that taking the difference does not change the interpretation of the parameters in Equation (1). Solving (11) for \(\Delta Y(t)\), we obtain

\[
A \Delta Y(t) = \sum_{k=0}^{t-3} A(\beta_3 I + \beta_4 A)^k ((\beta_1 I + \beta_5 B) \Delta H(t-k-1) + (\beta_2 I + \beta_6 B) \Delta S(t-k-1) + \varepsilon(t-k-1)) + (\beta_3 I + \beta_4 A)^{t-2} \Delta Y(2),
\]

for all \(3 \leq t \leq 52\). We would like to note that for applications with a finite number of samples, using the inverse mapping imposes conditions on the largest eigenvalue of the corresponding matrices. Such conditions are not necessary for finite sums as in (12), as the summation on the right-hand side is well defined.

Equation (12) readily implies that the tempospatially lagged measurements of absolute humidity that take the form

\[A^l \Delta H(t-k), \text{ and } A^l B \Delta H(t-k)\]

for \(l \geq 1\) and \(k \geq 1\) \(^9\) are valid instrumental variables for \(A \Delta Y(t)\) (and therefore for \(\Delta S(t)\) and \(\Delta Y(t)\)) since they satisfy the following conditions:

\(^9\)Note that we do not necessarily need \(k \geq l\); this condition is only needed if we are only studying the very first few periods of the process. In addition, the regression analysis itself requires more periods of observations. For example, if \(l = 1\) and \(k = 1\), we need at least 3 periods of data in the regression analysis, which is more than enough for \(A^2 H\) to be relevant.
1. **relevance**: by Equation (12), they affect $A \cdot \Delta Y$.

2. **exclusion restriction**: Since humidity condition is exogenous, $E[\nu|H(-\infty), \cdots, H(\infty)] = 0$, and $E[\epsilon|\Delta H(-\infty), \cdots, \Delta H(\infty)] = 0$. The reason that the time- and spatially-lagged measurements of humidity separately identify the correlated effect from the network effect is the combination of the arguments in Sections 3.2.1 and 3.2.2. The time lag solves the correlation problem over time, and the spatial lag solves the “reflection problem” on the network. Therefore, we have argued that the following identification results are true.

**Proposition 3.** Under Assumptions 1 and 3, $A^2\Delta H(t-1)$, $A^2\Delta H(t-2)$, $A^3\Delta H(t-1)$, and $A^3\Delta H(t-2)$ are valid instrumental variables for $AY(t)$, $Y(t)$, and $S(t)$ in Equation (10), and the unknown parameters in (10) are identified.

**Proposition 4.** Under Assumptions 1 and 4, $A^2B\Delta H(t-1)$ and $A^2B\Delta H(t-1)$ are valid instrumental variables for $AY(t)$, $Y(t)$, and $S(t)$ in Equation (10), and the unknown parameters in (10) are identified.

One way to understand the intuition of the identification result is to think of the time dimension correlation as a “lifted” version of the network. Two nodes are horizontally linked on this network if they are observations in the same state one period apart from each other. With such a construction, we have a new “lifted” network, as depicted in Figure 3, instead of the original one in the static model. At a high level, we exploit the structure of this network the same way in which one would exploit the original network to construct instrumental variables (in the absence of the time dimension).

The identification method that we develop is not restricted to the application of studying contagious disease. In particular, the method only requires having an exogenous determinant and
variation on the weights of the links on the network. Therefore, the framework is general enough to
be applicable to many other settings where estimating causal network effects in contagion processes
is of interest.

4. Empirical results
In this section, we present, in increasing complexity and richness, the different models that we use
to identify the different effects that determine the propagation of influenza in the United States.
The main results of our estimation are given in Table 1, while the details of the estimated models
are presented below.

<p>| Table 1 | Effect of travel on the spread of influenza |
| Parameter estimates and standard errors |</p>
<table>
<thead>
<tr>
<th>Model</th>
<th>Model II</th>
<th>Model III</th>
<th>Model IV</th>
<th>Model V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humidity</td>
<td>$-0.04^{***}$</td>
<td>$-0.07^{***}$</td>
<td>$-0.07^{***}$</td>
<td>$-0.06^{***}$</td>
</tr>
<tr>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Susceptible</td>
<td>$-0.00$</td>
<td>$9.22^{***}$</td>
<td>$9.36^{***}$</td>
<td>$9.38^{***}$</td>
</tr>
<tr>
<td>(0.01)</td>
<td>(2.14)</td>
<td>(2.13)</td>
<td>(2.16)</td>
<td>(1.98)</td>
</tr>
<tr>
<td>$\Delta Y_i(t)$</td>
<td>$-0.01$</td>
<td>$2.80^{***}$</td>
<td>$2.79^{***}$</td>
<td>$2.87^{***}$</td>
</tr>
<tr>
<td>(0.02)</td>
<td>(0.53)</td>
<td>(0.53)</td>
<td>(0.54)</td>
<td>(0.52)</td>
</tr>
<tr>
<td>Travel</td>
<td>$1.34^{***}$</td>
<td>$4.04^{***}$</td>
<td>$4.23^{***}$</td>
<td>$4.02^{***}$</td>
</tr>
<tr>
<td>(0.08)</td>
<td>(1.49)</td>
<td>(1.48)</td>
<td>(1.48)</td>
<td>(1.40)</td>
</tr>
<tr>
<td>$(\Delta Y_i(t))^2$</td>
<td>$-1.95^{***}$</td>
<td>$0.41$</td>
<td>$0.43$</td>
<td>$0.43$</td>
</tr>
<tr>
<td>(0.53)</td>
<td>(0.48)</td>
<td>(0.48)</td>
<td>(0.48)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Add’l controls</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Add’l IV</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Year FE</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Number of observations</td>
<td>15450</td>
<td>15450</td>
<td>15450</td>
<td>15450</td>
</tr>
<tr>
<td>Weak IV test</td>
<td>1.11</td>
<td>1.11</td>
<td>1.06</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Robust standard errors are in parentheses. *, **, and *** indicate statistical significance at 10%, 5%, and 1% levels, respectively.

4.1. Model I: Basic model without instrumental variables
The main specification of the empirical analysis is as follows:

$$
\Delta Y_i(t + 1) = \beta_1 \Delta H_i(t) + \beta_2 \Delta S_i(t) + \beta_3 \Delta Y_i(t) + \beta_4 A \cdot \Delta Y(t) + \gamma_1 V(t) + \varepsilon_i(t),
$$

(13)

where $V(t)$ denotes the season (year) in which week $t$ of the dataset belongs and $\gamma_1$ represents
the season (year) fixed effect. The estimation results of the first column in Table 1 are obtained
by ordinary least squares on (13), thus neglecting the endogeneity issues described in Sections
3.2.1-3.2.3.

In this case, only humidity and travel have statistically significant effects on the spread of flu.
Neither the number of individuals in the susceptible population nor the number of individuals
in the infected population in the previous period has a significant effect. As the discussion in
the previous section illustrates, the parameters are not identified without instrumental variables,
and the results are invalid. These results are also very different from the estimation results using
instrumental variables reported in columns 2 to 5, underlining the importance of correcting for the
endogeneity issues in the estimation.

4.2. Model II: Basic Model with instrumental variables
The specification of this model is (13). As suggested by Section 3.2.3, we use
\[ A^2 \Delta H(t-1), \ A^2 \Delta H(t-2), \ A^3 \Delta H(t-1), \ A^3 \Delta H(t-2) \]
as instrumental variables. We use two-stage least squares [53] to obtain the estimates as follows:
\[ \text{Step 1: We regress the endogenous variables } \Delta S_i(t), \Delta Y_i(t), \text{ and } A \cdot \Delta Y(t) \text{ on the four instrumental} \]
\[ \text{variables as well as the other covariates } \Delta H_i(t) \text{ and } V(t) \text{ in the main specification (13).} \]
\[ \text{Step 2: We run the linear regression specified in (13), replacing the endogenous variables } \Delta S_i(t), \Delta Y_i(t), \text{ and } A \cdot \Delta Y(t) \]
\[ \text{with their predicted values the first step. The estimated coefficients in this} \]
\[ \text{step are unbiased estimators of the unknown parameters.} \]

4.3. Model III: Incorporating nonlinear terms
In this specification, we also include \((\Delta Y(t))^2\) in the regression to allow for the possible nonlinear
relationship between \(Y(t+1)\) and \(Y(t)\). We observe that nonlinear terms, although significant, do
not change the estimates of the different parameters. Furthermore, we find a negative coefficient
which shows that although the growth rate of the infected population increases over time, the rate
of increase slows down over time. However, this effect goes away when we include additional control
variables, which suggests that the linear approximation is reasonable.

4.4. Model IV: Controlling for state correlations and state characteristics
In this specification, we add several additional control variables:
(i) neighbors’ covariates: \(B \cdot \Delta H(t), B \Delta S_i(t)\): the reasoning behind adding these control
variables is given in Section 3.2.2. The main idea is to control for the correlation in humidity
levels and vaccine availability across nearby states.
(ii) household income, health index, and gas prices: Household income\(^{10}\) and health index\(^{11}\)
are observed at the state level and do not change over time. These are important demographic

\(^{10}\)https://www.census.gov/2010census/data/
\(^{11}\)“America’s Health Rankings Annual Report is the longest-running annual assessment of the nation’s health on a
state-by-state basis. For nearly 3 decades, America’s Health Rankings Annual Report has analyzed a comprehensive
set of behaviors, community and environmental conditions, policies, and clinical care data to provide a holistic view
variables we think might affect the spread of influenza. Gas prices (gas) are also included because they are correlated with in-state travel and thus the spread of flu within the state, conditional on the current size of infected population. As a result, we also control for $G \cdot gas$ and $B \cdot gas$. We do not use gas prices in constructing instrumental variables for the following reason: gas prices are not exogenously determined. There can be unobserved factors, such as the level of economic activities in a state, that are correlated with both gas prices and the spread of flu.

4.5. Model V: Additional instrumental variables

We include additional instrumental variables in this specification. The rest of the model is the same as model IV. The additional instruments are, as suggested in Section 3.2.3,

$$AB \Delta H(t - 1), \quad A^2B \Delta H(t - 1).$$

In other words, we use six instrumental variables in total in this specification. As in the previous specifications, we obtain the parameter estimates using two-stage least squares regression.

4.6. Results and interpretation

Our results are summarized in Table 1. Across all specifications with instruments, we see that the coefficients on the main variables of interest are robust and as expected. For example, humidity has a significant negative effect on the spread of influenza. This result is consistent with the findings in [55], [56], and [57] within the medical literature. Moreover, both the size of the susceptible population and the size of the infected population have positive effects on the level of infection. More interestingly, we find that travel has a significant positive effect on the spread of influenza. As it is not straightforward to compare the effect of in-state infections against the effect of infections in the neighboring states, in Figure 4, we provide the histogram of the ratio of the aggregate network effect to the in-state effect,

$$\frac{\beta_3 Y_i(t)}{\beta_4 \sum_j G_{ij} Y_j(t)}.$$

of the health of the nation. The America’s Health Rankings Annual Report combines individual measures of each of these determinants with the resultant health outcomes to produce a comprehensive view of the overall health of each state” (https://www.americashealthrankings.org/explore/2017-senior-report). Our variable $R_i$ for each state $i \in V$ is readily obtained by the America’s Health Rankings Annual Report.
As shown in Figure 4, the aggregate network effect is in generally a non-negligible fraction of
the in-state effect, underlining the importance of taking travel into account both when analyzing
contagion phenomena, and more importantly, when proposing and designing policies, as we will
discuss in the next section.

4.7. Strength of instrumental variables
To test the strength of the instrumental variables, we perform the Cragg and Donald test for weak
instruments introduced by [58, 59]. This test is equivalent to the common first-stage F test for weak
instruments when there is one endogenous variable in the analysis. Since we have three endogenous
variables, we compute the matrix analog of the F statistic, compute the smallest eigenvalue, and
follow the procedure in [59] to find the critical value. The test statistics are reported in Table 1.
In all specifications, we reject the null hypothesis that the instruments are weak.

5. Prevention of contagion: medical vs. network interventions
In this section, we use the estimates from the previous section to evaluate the effect of different
types of interventions. As discussed in Section 1, we consider two different classes of intervention:
medical and network. Medical interventions decrease the size of the susceptible population by
increasing the availability of vaccines. Network interventions include social distancing (decreasing
the contact rate) or travel monitoring (control of travel flow or incentives to discourage inter-state
travel). For both classes, we propose and analyze different policies in order to facilitate better
data-driven decision making for public health officials.
Unfortunately, cost estimates for increasing vaccine availability at the national or state level are not available to us. Similarly, we cannot evaluate the ethical, practical, or financial costs associated with network interventions such as travel monitoring or social distancing. Instead, our approach is to provide quantitative insights into the benefit of different types of interventions in terms of the total number of infections, irrespective of cost considerations.

On the technical side, we emphasize that our estimates are based on observed data and that the goal of our analysis was not prediction accuracy, but instead identification of causal relationships between different factors (such as traveling behaviors and environmental conditions) and the propagation of an epidemic. Therefore, performing a counter-factual analysis using our model and estimates by simulating the whole trajectory of the epidemic process would be erroneous and inaccurate if attempted. Instead, in the analysis that follows, we evaluate different policies by considering "small perturbations" around the current specification, which allows us to perform comparisons without sacrificing the accuracy of the results. Concretely, we start with our estimated model

\[ Y(t + 1) = \beta_1 H(t) + \beta_2 S(t) + \beta_3 Y(t) + \beta_4 G \cdot Y(t) + r + \nu(t), \]

where \( r \) is the vector of state fixed effects. We define the policy maker’s objective to be

\[ U(z) = \mathbb{E} \left[ \sum_{t=1}^{T-1} \sum_{i=1}^{N} Y_i(t) z^t \right], \]

where \( z \) corresponds to the weight that the policy maker assigns to future weeks within the season. For the remainder of this section, we denote by

\[ X(z) = \sum_{t=1}^{T-1} x(t) z^t, \]

the Z-transform of a time series \( x(t) \). The policy maker’s objective coincides with the sum of the Z-transforms of the infection time series over all states. A popular property of the Z-transform that makes our analysis tractable is that the Z-transform of \( x(t + 1) \) can be written as

\[ \sum_{t=1}^{T-1} x(t + 1) z^t = \sum_{t=2}^{T} x(t) z^t z^{-1} = z^{-1} (X(z) - z x(1) + x(T) z^T). \] (14)

Using Equation (14) and denoting by \( F_i(z) \) the Z-transform of the time series \( Y_i(t) \), we write

\[ z^{-1} F(z) - Y(1) + Y(T) z^{T-1} = r Z(1) + \beta_1 H(z) + \beta_2 S(z) + \beta_3 F(z) + \beta_4 G F(z) + N(z), \]
where
\[
Z(1) = \sum_{t=1}^{T-1} z^t = \frac{1 - z^{T-1}}{1 - z}.
\]

Furthermore, using \(E[v_i(t)] = 0\), we get \(E[N(z)] = 0\), and hence, the performance metric of the policy maker can be written as
\[
U(z) = e^T F(z),
\]
where
\[
F(z) = ((z^{-1} - \beta_3)I - \beta_4 G)^{-1} \left( Y(1) - Y(T)z^{T-1} + r1Z(1) + \beta_1 H(z) + \beta_2 S(z) \right),
\]
which allows us to obtain a closed-form solution to the policy maker’s objective as a function of the estimates, the available data, and the factor \(z\). We should emphasize that \(z\) should be small enough so that \(((z^{-1} - \beta_3)I - \beta_4 G)\) is an M-matrix, allowing us to obtain insights into the efficacy of different policies by perturbing different parameters of (15) around their nominal values, as we shall shortly see.

5.1. Medical interventions

In this section, we consider two different interventions. The first one involves increasing the availability of vaccines (and hence decreasing the size of the susceptible population) uniformly across the country. This approach, although simple conceptually and fair towards the population, treats all states similarly. On the other hand, as we established above, the network effects are strong, and therefore, each state should be treated differently depending on the position of the network. We capture this intricacy by considering the second intervention, which allows the policy maker to increase the availability of vaccines in a targeted manner by focusing on a specific state, thus exploiting the various network effects that are present in the process.

5.1.1. Increasing nationwide availability of vaccines

We start by examining the most basic medical intervention strategy: increasing the availability of vaccines by a small amount \(s\) throughout the country. In particular, we first observe that increasing the availability of vaccines by an amount \(s\) in each week, for every state, leads to an equivalent decrease in the susceptible population by the same amount. Therefore, we can model the intervention as
\[
\hat{S}_i(t) = S_i(t) - s,
\]
for all \(i \in V\) and \(t \in [2, \ldots T - 2]\). In that case,
\[
\hat{S}(z) = S(z) - sZ(1)e,
\]
where \( \mathbf{e} \) denotes an \( n \times 1 \) vector of all ones, and the resulting performance of the intervention is equal to

\[
U(z) = \mathbf{e}^T \hat{F}(z),
\]

where

\[
\hat{F}(z) = \left( (z - \beta_3 I - \beta_4 G)^{-1} (Y(1) - Y(T)z^{T-1} + rZ(1) + \beta_1 H(z) + \beta_2 S(z) - \beta_2 sZ(1)\mathbf{e}) \right).
\]

As discussed above, we are interested in small perturbations around the nominal solution, which implies that the effect of a small increase in the availability of vaccines throughout the country is equal to

\[
\frac{\partial U}{\partial s} \bigg|_{s=0} = -\mathbf{e}^T (z^{-1} - \beta_3 I - \beta_4 G)^{-1} \beta_2 Z(1)\mathbf{e}.
\]

5.1.2. **Increasing number of vaccines in state** \( i \) The second intervention that we consider assumes that the policy maker can increase the availability of vaccines for a particular state \( i \in V \). In order to be able to make a comparison with the previous case of increasing nationwide availability, we assume that the number of vaccines in state \( i \in V \) is increased by \( n \cdot s \). The new susceptible vector we can be written as

\[
S(t) - nse_i,
\]

where \( \mathbf{e}_i \) is an \( n \times 1 \) vector with an entry of one at the \( i \)-th row and zero entries otherwise. In that case,

\[
\hat{S}(z) = S(z) - nsZ(1)\mathbf{e}_i,
\]

and the resulting performance of the intervention is equal to

\[
U(z) = \mathbf{e}^T \hat{F}(z),
\]

where

\[
\hat{F}(z) = \left( (z - \beta_3 I - \beta_4 G)^{-1} (Y(1) - Y(T)z^{T-1} + rZ(1) + \beta_1 H(z) + \beta_2 S(z) - n\beta_2 sZ(1)\mathbf{e}_i) \right).
\]

As discussed above, we are interested in small perturbations around the nominal solution, which implies that the effect of a small increase in the availability of vaccines throughout the country is equal to

\[
\frac{\partial U}{\partial s} \bigg|_{s=0} = -n\mathbf{e}^T (z - \beta_3 I - \beta_4 G)^{-1} \beta_2 Z(1)\mathbf{e}_i.
\]
5.1.3. Comparison and insights In Figure 5, we show the results of the two different medical intervention approaches: increasing the nationwide availability of vaccines and increasing the availability of vaccines for a specific state $i \in V$ (by the same total amount after aggregating over all states).

Our results crystallize the strength and importance of the network effect. In particular, we identify states (for example, Florida, California, New York, etc.) where increasing the availability of vaccines (and decreasing the size of the susceptible population) leads to a substantially larger benefit for the policy maker. Taking Florida as an example, the benefit is three times as big as that of the nation-wide intervention. This is precisely due to the various network effects present in the propagation of influenza. The inflow and outflow of travelers from such well-connected states leads to a domino effect on the rest of the network, as captured by the term

$$C_i = -ne_i^T((z - \beta_3) I - \beta_4 G)^{-1} \beta_2 Z(e_1)$$

in the marginal benefit of the objective. We would like to emphasize that this term resembles the well-known and widely used Bonacich centrality of state $i \in V$, strengthening the intuition that in the presence of network effects, intervening to more central nodes leads to higher benefits for the welfare of the system.

5.1.4. Relevance of state characteristics The calculation of (17) relies on the estimation of the epidemic parameters, which in turn depend on the different characteristics of each state:
position on the network, health index, population, and median household income. In order to understand the effect of each of these characteristics on the marginal benefit of targeting state \( i \in V \) as calculated by (17), we use

\[
C_i = \alpha_1 F_i + \alpha_2 R_i + \alpha_3 P_i + \alpha_4 W_i + \epsilon_i,
\]

where \( F_i \) is the median household income of state \( i \), \( R_i \) is the health index of state \( i \), \( P_i \) is the population of state \( i \), and \( W_i \) is the PageRank centrality of state \( i \), a commonly used centrality measure. The results of the linear model above are presented in Table 2. As expected, the most relevant characteristics of the state are the population and the network centrality. Specifically, the larger the population of a state, the larger the marginal benefit from increasing vaccine availability since in the United States, a larger population typically implies a higher population density and hence higher effective infection rates. Similarly, the more central a state, the larger the marginal benefit from increasing vaccine availability, due to the strong network effects.

<table>
<thead>
<tr>
<th>Role of state characteristics in determining marginal benefit of intervention</th>
<th>Estimate</th>
<th>Standard Error</th>
<th>pValue</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td>20.37</td>
<td>8.6694</td>
<td>0.023235</td>
</tr>
<tr>
<td>income ($ thousands)</td>
<td>-0.00949</td>
<td>0.01038</td>
<td>0.36504</td>
</tr>
<tr>
<td>health</td>
<td>1.5261</td>
<td>1.7198</td>
<td>0.3796</td>
</tr>
<tr>
<td>population (millions)</td>
<td>-0.94587</td>
<td>0.0097</td>
<td>1.137710^{-12}</td>
</tr>
<tr>
<td>centrality</td>
<td>-14.591</td>
<td>5.0748</td>
<td>0.0061464</td>
</tr>
</tbody>
</table>

5.2. Network Interventions

In this section, we steer our attention to network interventions. Such interventions correspond to increasing social distancing or regulating travel. Clearly, decreasing travel rates across the whole country is prohibitively impractical and expensive. With this idea in mind, we evaluate two more practical types of social distancing using our model and estimates: decreasing the travel rate within a particular pair of states and decreasing the state-level travel rate.

Throughout the rest of this section, the following lemma will prove to be crucial.

**Lemma 1.** For any square matrix \( G \),

\[
\frac{\partial G^{-1}}{\partial x} = -G^{-1} \frac{\partial G}{\partial x} G^{-1}.
\]
5.2.1. Decreasing travel rate for specific origin-destination pair

We first study the intervention where the policy maker can intervene in any pair of states and decrease the travel intensity on that particular connection. This can be viewed as a perturbation to the travel matrix $G$, in which case we can write

$$T_{ij} = \frac{\partial U}{\partial g_{ij}} \bigg|_{g_{ij}=\hat{g}_{ij}} = \mathbf{e}^T ((z - \beta_3) I - \beta_4 G)^{-1} \beta_4 E_{ij} ((z - \beta_3) I - \beta_4 G)^{-1} \left( Y(1) - Y(T) z^{T-1} + \beta_0 I + \beta_1 H(z) + \beta_2 S(z) \right). \tag{18}$$

We present our findings for this case in Figure 6 by illustrating a weighted graph, where the thickness and the color of each edge are indicative of the marginal benefit of decreasing travel on that edge. Clearly, using this analysis, the policy maker can identify central edges that lead to the largest benefit per unit of decrease in travel.

Figure 6 Marginal improvement of objective from decreasing specific origin/destination travel.
Figure 6 shows that many central links involve the states in New England, which is consistent with the finding in Figure 8 that the states in New England are among those with the highest benefits. Figure 6 further explains that the high benefits come from these states’ links to population and economic centers such as New York and Florida. One explanation is that given the environmental characteristics of the New England region, there is a time lag between the spread of the virus and the same process in the rest of the country, including many population and economic centers. Figure 7 is an example comparing the spread of flu in Vermont and Florida during the 2014-2015 season. The gap between the two curves indicates the time lag of the spread of flu in the two states. As a result, travel between the two states might have a higher effect on the diffusion of the virus across the population.

5.2.2. Decreasing travel outflow from state $i$

The second network intervention we consider is that of decreasing the outflow of travelers from a particular state $i$. In that case, the resulting performance of the intervention is equal to

$$T_i = \sum_j T_{ji},$$

where $T_{ij}$ is defined in (18).
We present the results of such an intervention for different states in Figure 8. It shows that the intervention is most effective in states such as California, New York, Massachusetts, and Florida. Although different in magnitude, the results are very similar to those in Figure 5. In other words, the intervention is more effective in states with larger population and higher network centrality.

![Figure 8 Marginal improvement of objective for state-focused social distancing.](image)

6. Conclusions
We study network effects in contagion processes using the example of seasonal flu, i.e., the effect of travel on the spread of flu across the population. Since a large scale randomized experiment is infeasible in this setting, we use observational infection data in the U.S. in order to estimate the causal network effect. The main challenge in estimation is that the network effect is difficult to identify in observational data for two main reasons. First of all, because the data is generated from a contagion process, the observations are correlated across different time periods. This creates difficulties in the identification and estimation of the unknown parameters in the model. Second, the network effect is difficult to identify, even without the dynamics. The endogenous network effect, i.e., how $Y_i$ affects $Y_j$ if $i$ and $j$ are linked on the network, is difficult to be identified separately from the correlated effect, which arises from similarities in the determinants of $Y_i$ and $Y_j$. We provide a method using instrumental variables to solve the identification problem. We show that after some transformation of the model, time- and network-lagged exogenous determinants of $Y$ can be used as valid instrumental variables. Employing this method, we estimate that the effect of travel on the spread of flu is substantial. We then use the estimation result to evaluate the effects of medical and social interventions on the spread of flu. First, we show that taking into account the network
effect is key in designing effective vaccine distribution policies. In fact appropriately accounting for the effect of travel can lead to three times more effective policies. Second, we illustrate the effect of travel restrictions on the spread of flu using the estimation result. We show that there is large heterogeneity across geographic areas in terms of the effect of such policies. This implies that identifying the central nodes or central links on the network, which can be done using our estimation result, is key in designing social policies that are effective in controlling contagious disease.

From the methodological perspective, this paper is the first to introduce an identification method to estimate network effects in dynamic settings. The identification method combines methods used in panel data analysis and in static network effect estimation. It is not restricted to the specific application of studying epidemics, but rather can also be applied to studying many different operational decisions where understanding of the network effect is important. For example, the method can be applied to studying pricing and inventory decisions for network products, supply chain disruptions, and systemic risks spread across financial institutions. The wide range of potential applications is a big strength of our method. In contrast, the limitation of the method is that it requires having at least one truly exogenous determinant of the outcome of interest, which might not always be the case. However, without some true randomness in the system, the identification would be difficult to achieve, regardless of the method of choice.

Concluding, in this application, the travel intensities and hence the corresponding network structure is considered static due to the lack of high quality dynamic data. Clearly, the seasonal and spatial variability of travel intensities would not only allow us to obtain better estimates but would also pose a number of challenges and research directions of interest, in particular due to endogeneity issues in the evolution of the network structure.
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