We combine theory and empirics to (i) show that some buyers in online advertising markets are financially constrained and (ii) demonstrate how to design auctions that take into account such financial constraints. We use data from a field experiment where reserve prices were randomized on Google’s advertising exchange. We find that, contrary to the predictions of classical auction theory, a significant set of buyers lowers their bids when reserve prices go up. We show that this behavior can be explained if we assume buyers have constraints on their minimum return on investment (ROI). We proceed to design auctions for ROI-constrained buyers. We show that optimal auctions for symmetric ROI-constrained buyers are either second-price auctions with reduced reserve prices or subsidized second-price auctions. For asymmetric buyers, the optimal auction involves a modification of virtual values. Going back to the data, we show that using ROI-aware optimal auctions can lead to large revenue gains as well as large welfare gains for buyers.
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1. Introduction

**Second-price auctions under financial constraints.** Online advertisement is a large and growing business, having generated US revenues greater than 70 billion dollars in 2016 and 80 billion dollars in 2017. Most online ad markets are based on second-price auctions. A key feature that makes second-price auctions so appealing to both market designers and market participants is that they are truthful. That is, it is a dominant strategy for buyers to report their true valuations as their bids. This statement, however, is predicated on an important and under-appreciated assumption: the truthfulness of second-price auctions depends on buyers having quasilinear preferences. A buyer’s utility is quasilinear if it can be computed by subtracting the amount paid from the expected value from winning the auction.

Quasilinearity is a stronger assumption than might appear at first sight. In particular, it implies the buyers are not financially constrained. When a buyer is financially constrained, existing theory shows that he should shade his bid in a second-price auction (Gummadi et al. (2012) and Balseiro
et al. (2015)). That is, a financially constrained buyer should bid a value below his true value in such an auction.

**Our empirical findings.** In this paper, we show empirically that a fraction of the buyers in online ad markets behave as if they are financially constrained. We do this by using data from a field experiment that was run by Google on its advertising exchange (AdX). In the experiment, impressions were offered for sale via second-price auctions with randomized reserve prices. For a quasilinear buyer, there are two sensible answers to a reserve price being increased: to maintain or to raise his bid. However, we show that in practice many buyers lower their bids in response to higher reserve prices! While such shading behavior is inconsistent with quasilinear utilities, we show in Theorem 1 that this is in accordance with equilibrium behavior under financial constraints.

We detect shading behavior by focusing on a group of ad buyers that we call *performance buyers*, which are buyers that are focused on the short-term returns they gain from their ads (as opposed to brand buyers, who care more about long-term visibility of their brands). Some categories of buyers that are performance buyers include in-app advertisers and retargeting advertisers (advertisers that show consumers products they previously browsed). This finding is consistent with a performance buyer’s goal being to maximize returns from their ad purchases given their financial constraints.

**Return on investment.** The prior literature regarding auctions with financially constrained buyers assumes buyers have budgets (Laffont and Robert (1996), Che and Gale (1998), Malakhov and Vohra (2008) and Pai and Vohra (2014)). That is, the typical assumption is that buyers have finite resources and no access to capital markets. A more standard business approach to modeling financial constraints is to assume that firms see online ads as one of several available investment opportunities, and that they avail themselves of the investments that generate the highest returns. With this formulation in mind, we propose a framework where buyers require a certain return on investment (ROI) in order to participate in the system. That is, each buyer has a target ROI, and they will not participate unless they obtain a certain return on their investment. As we show in Section 5, ROI-constrained behavior better matches our empirical evidence than budget constraints.

**Auction design under ROI constraints.** Given our empirical findings, we focus on the problem of how to optimize an auction given that buyers have ROI constraints. We consider first the case of symmetric buyers, with all buyers having the same target ROI. We show in Theorem 2 that an optimal auction for ROI-constrained buyers takes one of three forms, depending on the value of the target ROI target. The first form is the standard second-price auction with the Myersonian reserve price (optimal for low target ROIs), the second one is a second-price auction with a reduced reserve

---

1 Throughout the paper, we use female pronouns to refer to the seller and male ones to refer to the buyers.
price (optimal for moderate target ROIs), and the third one is a second-price auction without reserve plus a participation subsidy for each buyer (optimal for high target ROIs).

With asymmetric buyers and different target ROIs for the different buyers, the optimal auction is a bit more complex, as is true in classical auction theory. As we show in Theorem 3, the optimal auction for ROI-constrained buyers can be interpreted in terms of modified virtual values, where the modification is designed to make a buyer’s ROI constraint binding when appropriate. The allocation distortions under the optimal auction do not always favor buyers with high target ROIs. Instead, they tend to help high target ROI buyers when their valuations are low, but hurt them when their valuations are high.

Counterfactual analysis. Combining our empirical data with our optimal auction design, we estimate the potential practical effects of accounting for ROI constraints when designing ad auctions. We use the optimal auction design for symmetric buyers due to its simplicity and practicality, and assume multiple independent copies of real-world buyers are present.

Accounting for ROI constraints leads the designer to reduce reserve prices. Therefore, using an ROI-aware auction not only increase revenues, but also increases the welfare of the buyers. As we show in Section 7, both revenue and welfare gains can be quite significant.

Organization. We discuss the related literature in Section 2 and introduce our model in Section 3. We analyze the behavior of ROI-constrained buyers in second-price auctions with reserve in Section 4, and use those results to empirically show in Section 5 that a set of buyers in AdX appears to be ROI-constrained. In Section 6, we show to optimize auctions for symmetric ROI-constrained buyers. Section 7 builds on these results to perform a counterfactual analysis. The appendices contain our proofs.

2. Related Literature

Auctions with financially constrained buyers. The first paper to argue that auction designers should take into account the financial constraints of buyers was Laffont and Robert (1996). They considered a setting with symmetric buyers with identical budgets, and showed that an optimal with reserve is optimal. Over time, a long series of papers in economics and computer science (Che and Gale (1998, 2000), Maskin (2000), Malakhov and Vohra (2008), Bhattacharya et al. (2010), Devanur et al. (2013), Dobzinski and Paes Leme (2014), Goel et al. (2014), and Pai and Vohra (2014)) has improved this result and extended it in various directions. The most complete of these results is Pai and Vohra (2014), which considers a multidimensional setting where both valuations and budgets are private information.

Shading in second-price auctions. A key idea that enables us to empirically identify financially constrained buyers is the result that such buyers shade their bids in second-price auctions. That is,
they bid less than their true valuations in equilibrium. While we prove this result for our specific model, this idea has been previously introduced in the literature on repeated second-price auctions with budget-constrained buyers (Gummadi et al. (2012), Balseiro et al. (2015) and Balseiro and Gur (2017)).

Return on investment. Most papers on auctions with financially constrained buyers assume budgets, but there are a few that consider ROI instead, as we do. The first papers to do so are Szymanski and Lee (2006) and Borgs et al. (2007), which consider an ROI-based heuristic for deciding on how to bid across different keywords in search advertising. Both papers approach the problem from dynamical systems view and find that such heuristic leads to cyclic behavior. More recently, Wilkens et al. (2016) studied auction design for buyers that do not care about payments as long as they are under budget, or satisfy an ROI constraint. Their main result is that any monotone allocation can be implemented truthfully in such settings.

Empirical evidence. The only empirical work we could find on financial constraints in auctions is by Auerbach et al. (2008). Using search advertising data from Yahoo, they find that most buyers behave consistently with the ROI-constrained heuristic described in Borgs et al. (2007). Our empirical work differs from Auerbach et al. (2008) in several ways. First, we use 2017 data from a display advertising exchange, instead of 2002-2003 data from search advertising. Display and search are roughly equally big markets, but they are vastly different in terms of how the markets operate. Second, our paper analyzes a setting with second-price auctions while theirs considers first price auctions. Che and Gale (1998) show that financially constrained buyers behave in very different ways in first and second-price auctions, and that the revenue equivalency theorem does not hold in such settings. Third, perhaps most importantly, we use data from a field experiment, rather than observational data. Field experiments allow us to determine causality with greater certainty.

Performance buyers. Our paper focuses on a set of buyers we call performance buyers, which are buyers that focus on short-term financial performance above long-term outcomes. This idea is borrowed from Golrezaei et al. (2017).

Subsidies. One of our results is that buyers with high target ROIs should have their participation subsidized. Similar results are present in the literature on buyers with endogenous entry costs (Engelbrecht-Wiggans (1993), Moreno and Wooders (2011) and Lu (2009)).

3. Model

We consider a model that consists of a seller, who owns an indivisible good, and \( n \) interested buyers. Each buyer \( i = 1, ..., n \) has a valuation for the item being sold that is represented by \( v_i \). Each valuation \( v_i \) is independently drawn from a probability distribution \( F_i : [\bar{v}, \bar{v}] \rightarrow [0, 1] \) for some
0 \leq \underline{v} < \bar{v} \leq \infty$, with a continuous probability density function $f_i$. While the distributions $F_i$ are common knowledge, the valuation $v_i$ is known only to buyer $i$. We denote the vector of valuations $(v_1, v_2, \ldots, v_n)$ by $\mathbf{v}$. Furthermore, we let $\mathbf{v}_{-i}$ denote the vector of valuations of all buyers except for buyer $i$’s, i.e., $\mathbf{v}_{-i} = (v_1, v_2, \ldots, v_{i-1}, v_{i+1}, \ldots, v_n).

Let $\phi_i(v_i) = v_i - (1 - F_i(v_i))/f_i(v_i)$ be the virtual value of buyer $i$ (Myerson (1981)). We make the standard assumption that virtual values are regular. This assumption is satisfied by many commonly used distributions, including the normal, lognormal, uniform and exponential distributions.

**ASSUMPTION 1 (Regular Distributions).** For any $i = 1, 2, \ldots, n$, the distribution $F_i$ is regular. That is, the virtual value $\phi_i(\cdot)$ is non-decreasing.

Next, we define the space of the selling mechanisms. By the revelation principle, we focus without loss of generality on direct mechanisms, where buyers are asked to report their types. A direct mechanism $M$ consists of a pair $(q, p)$, where $q_i : \mathbb{R}^n_+ \rightarrow [0, 1]$ maps from the reported types to buyer $i$’s allocation probability, and $p_i : \mathbb{R}^n_+ \rightarrow \mathbb{R}$ maps from the reported types to buyer $i$’s payment to the mechanism. In a typical mechanism design paper, only incentive compatible mechanisms are considered once the revelation principle is invoked. In our work, we also wish to consider the equilibrium outcome of some non-incentive compatible mechanisms. Therefore, we will allow for arbitrary strategy profiles in our analysis.

Buyers are allowed to play mixed strategies $\sigma_i : [\underline{v}, \bar{v}] \rightarrow \Delta([\underline{v}, \bar{v}])$, where $\Delta([\underline{v}, \bar{v}])$ represents the space of possible randomizations over possible reports. We denote strategy profiles by $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n)$ and strategy profiles that exclude player $i$ by $\sigma_{-i} = (\sigma_1, \ldots, \sigma_{i-1}, \sigma_{i+1}, \ldots, \sigma_n)$. We use $q_i, \sigma_{-i}(\hat{v}_i)$ and $p_i, \sigma_{-i}(\hat{v}_i)$ to respectively represent buyer $i$’s interim expected allocation and payment given a report of $\hat{v}_i$ and assuming other buyers play according to strategy profile $\sigma_{-i}$, i.e., $q_i, \sigma_{-i}(\hat{v}_i) = \mathbb{E}[q_i(\hat{v}_i, \sigma_{-i}(\mathbf{v}_{-i}))]$ and $p_i, \sigma_{-i}(\hat{v}_i) = \mathbb{E}[p_i(\hat{v}_i, \sigma_{-i}(\mathbf{v}_{-i}))]$. Here, the expectation is w.r.t. valuation of other buyers $\mathbf{v}_{-1}$ and any randomness in the strategy profile of other buyers, i.e., $\sigma_{-i}$.

If buyer $i$ were quasilinear, his utility given type $v_i$ and report $\hat{v}_i$ would be given by

$$u_{i, \sigma_{-i}}(v_i, \hat{v}_i) = v_i \cdot q_i, \sigma_{-i}(\hat{v}_i) - p_i, \sigma_{-i}(\hat{v}_i),$$

assuming others were playing according to $\sigma_{-i}$. We call this expression buyer $i$’s *unadjusted utility*.

We define buyer $i$’s return on investment (ROI) as his expected adjusted utility divided by his expected payment, assuming the expected payment is positive. Formally, we define buyer $i$’s ROI as

$$\text{ROI}_{i, \sigma} = \begin{cases} \mathbb{E}[u_{i, \sigma_{-i}}(v_i, \sigma_i(v_i))]/\mathbb{E}[p_{i, \sigma_{-i}}(\sigma_i(v_i))] & \text{if } \mathbb{E}[p_{i, \sigma_{-i}}(\sigma_i(v_i))] > 0; \\ \infty & \text{if } \mathbb{E}[p_{i, \sigma_{-i}}(\sigma_i(v_i))] \leq 0, \end{cases}$$

(1)
The ROI determines how much utility a buyer expects to get as a fraction of his cash outlay. The ROI we compute is an ex ante measure (it is not a function of the value \( v_i \)) since we assume a buyer will make a decision whether or not to participate in the auction before knowing his precise value for that auction. If the expected payment is non-positive, we let ROI\(_{i,\sigma}\) be infinity since financing constraints are not applicable in this case.

Each buyer \( i \) is assumed to have a target ROI, denoted by \( \gamma_i \geq 0 \). Buyer \( i \) will only agree to participate in the auction if he expects his ROI to match or exceed \( \gamma_i \). We can formalize this notion by letting buyer \( i \)'s adjusted utility given his type \( v_i \) and report \( \hat{v}_i \) be

\[
U_{i,\sigma}(v_i, \hat{v}_i) = \begin{cases} u_{i,\sigma}(v_i, \hat{v}_i) & \text{if } \text{ROI}_{i,\sigma} \geq \gamma_i; \\ -\infty & \text{if } \text{ROI}_{i,\sigma} < \gamma_i. \end{cases}
\] (2)

We assume that the ROIs of all buyers are common knowledge. This assumption greatly simplifies our problem, as making \( \gamma_i \)'s private would make the seller’s mechanism design problem multidimensional. In Section 7, we show how a seller can design an experiment to try to estimate the buyers’ target ROIs.

A strategy profile is a (Bayes Nash) equilibrium if no player can deviate to a better strategy given his type \( v \). That is, a strategy profile \( \sigma \) is an equilibrium if

\[
\mathbb{E}[U_{i,\sigma}(v, \sigma_i(v))] \geq \mathbb{E}[U_{i,(\sigma_i', \sigma_{-i})(v, \sigma_i'(v))}] \quad \text{for all } i \text{ and any deviation } \sigma_i'.
\] (3)

When clear from context, we will suppress the subscripts \( \sigma \) and \( \sigma_{-i} \) to lighten the notation.

4. ROI-constrained Buyers and Second-price Auctions

Before we turn our attention to auction design, we first focus on the kind of auctions that are most commonly used in online advertising: second-price auctions with reserve (SPA). We will now analyze how ROI-constrained buyers behave when faced with second-price auctions. In Section 5, we will build on the theoretical analysis we develop here to argue that some buyers behave in practice as if they are ROI-constrained.

Second-price auctions are truthful mechanisms when buyers are utility maximizers. But, as we will show in this section, this is not the case when buyers have ROI constraints. With ROI constraints, buyers may have an incentive to shade their bids. With bid shading, buyers win fewer bids, but earn greater surplus on the bids they win.

We now focus on the equilibrium bidding strategy of a buyer \( i \) in an SPA. Buyer \( i \) wins the item in an SPA when his submitted bid is greater than the reserve price \( r \) and the highest competing bid \( \max_{j \neq i} \{b_j\} \). That is, the buyer wins if his bid is greater than the highest competing bid \( D = \max\{r, \max_{j \neq i} \{b_j\}\} \). Let \( G(\cdot) \) be the distribution of the highest competing bid \( D \). In an SPA, the distribution \( G \) of the highest competing bid is a sufficient statistic of \( \sigma_{-i} \) for buyer \( i \).
The distributions of valuations being regular implies that that the distribution of $v_i$ is atomless for all $i$. Therefore, it is natural to assume that players will choose strategies that do not assign point masses to bids above the reserve price $r$. We say that $G$ is well-behaved if the players other than $i$ choose strategies $\sigma_{-i}$ such that in the interval $(r, \infty)$, the distribution $G$ is differentiable.

Consider a buyer $i$ with target ROI $\gamma$. Let $D$ be the random variable that represents the highest competing bid generated by a well-behaved $G$. Then, strategy $\sigma_i(\cdot) = b(\cdot)$ is a best response by buyer $i$ if and only if $b(\cdot)$ solves

$$
\max_{b(\cdot)} \mathbb{E}[(v - D)1\{b(v) \geq D\}]
$$

s.t. $$
\frac{\mathbb{E}[(v - D)1\{b(v) \geq D\}]}{\mathbb{E}[D1\{b(v) \geq D\}]} \geq \gamma.
$$

We now introduce the ROI function $R(\cdot)$, which we will use in our shading theorem. For any $\beta \in [0, 1]$, let

$$R(\beta) = \begin{cases} 
\mathbb{E}[(v - D)1\{v \beta \geq D\}]/\mathbb{E}[D1\{v \beta \geq D\}] & \text{if } \mathbb{E}[D1\{v \beta \geq D\}] > 0; \\
\infty & \text{if } \mathbb{E}[D1\{v \beta \geq D\}] = 0.
\end{cases}
$$

We point out that $R(\cdot)$ is continuous almost everywhere, given a well-behaved $G$. Note that $R(\beta) = \infty$ when $\beta \leq \frac{\bar{v}}{\bar{v}}$ and positive otherwise. In addition, $R$ is discontinuous only at $\beta = \frac{\bar{v}}{\bar{v}}$. If $\bar{v} = \infty$, then $R$ is continuous everywhere.

**Theorem 1 (Shading in SPAs).** Consider a buyer with a target ROI of $\gamma$. Assume the highest competing bid $D$ is drawn from a well-behaved $G$. Let $\overline{\gamma} = \max_{\beta \in [0, 1]} \{R(\beta)\}$ and $\gamma = R(1)$, where $R(\cdot)$ is defined in Eq. (4). Then, the buyer’s best response is characterized by:

(i) If $\gamma \leq \overline{\gamma}$, then the buyer bids truthfully, i.e., $b(v) = v$.

(ii) If $\gamma \in (\overline{\gamma}, \bar{\gamma}]$, then buyer’s bidding strategy is $b^*(v) = \beta v$ where $\beta \in \left(\frac{1}{1+\gamma}, 1\right)$ is the unique solution of $R(\beta) = \gamma$.

(iii) If $\gamma > \bar{\gamma}$, then the buyer does not participate in the SPA.

Theorem 1 shows that when the target ROI is low ($\gamma < \overline{\gamma}$), the buyer bids truthfully. This occurs when ROI is not a binding constraint. In this case, the buyer’s ROI is $\gamma$. When the target ROI is moderate ($\gamma \in (\overline{\gamma}, \bar{\gamma}]$), the buyer shades his bid by a constant factor. In this scenario, the ROI constraint is binding. Finally, when the target ROI is too large and cannot be obtained under any shading rule, the buyer does not participate in the SPA.

To shed some light on the equilibrium behavior under Theorem 1, we now consider an example with a single buyer.

**Example 1.** Consider a single buyer whose valuation is drawn from a lognormal distribution with parameters $\mu = 0.5$ and $\sigma = 0.5$. Suppose that the seller posts a price of $p$, which is the
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Figure 1  An ROI-constrained buyer in a SPA with reserve $p$. Here, $n = 1$ and $v$ is drawn from $\text{Logn}(0, 0.5)$.  

single-buyer equivalent of an SPA with reserve price $p$. When the buyer bids truthfully, he purchases the item when his valuation is above $p$. In this case, the ROI of the buyer is equal to $\gamma = \int_p^1 (v - p)dv/(p\Pr[v \geq p])$. From Theorem 1, for any target ROI less than or equal to $\gamma$, the buyer bids truthfully in equilibrium.

Now, suppose his target ROI is above $\gamma$. In this setting, $\overline{\gamma} = \infty$, so the buyer always participates. For any target ROI above $\gamma$, the buyer shades his bid. Under a posted pricing scheme, shading a bid by $\beta$ corresponds to only agreeing to purchase the item if the valuation is above $p/\beta$. Figure 1 illustrates the revenue of the seller and the optimal shading factor of the buyer as a function of the target ROI according to Theorem 1. In this figure, we consider reserve prices $p = 0.1, 0.4, 0.7, 1.0,$ and 1.3. The monopoly (non-ROI constrained) reserve price in this example is approximately 1.3 and, therefore, there is no reason to consider prices above this level.

We can observe from the plot on the left that the revenue of the seller decreases when the target ROI increases. In addition, as the target ROI increases, the seller benefits from lowering the price $p$ below the monopoly price, an observation we will formalize in Section 6 when we study auction design under ROI constraints. On the right side of Figure 1, we see that the shading factor increases in the target ROI of the buyer and decreases in the price $p$.

Next, in Figure 2, we compare the probability distribution and the probability density of the log of the bids when $p = 1.2$ versus $p = 1.3$ and the target ROI of the buyer is 0.8. For these plots, we assume the buyer submits a bid even if his bid is less than the price $p$ and the bid will be rejected, which is something buyers sometimes do in order to signal to the seller that the reserve price is too high. For the probability density, we depict the normalized histogram of the log of submitted bids. In the histogram, when the top of a bar is red, the probability of receiving bids within that bucket is higher under $p = 1.3$ than under $p = 1.2$. Similarly, when the top of a bar is blue, the probability of receiving bids within that bucket is lower under $p = 1.3$ than under $p = 1.2$. When the seller posts a price of $p = 1.2$, the buyer bids truthfully in equilibrium. When the seller increases the price to 1.3, the buyer shades his bids approximately by a factor of 0.95. The probability distribution of
the submitted bids under $p = 1.2$ stochastically dominates the distribution of bids under $p = 1.3$, as can be seen in both Figures 2a and 2b.

**ROI Constraints Lead to Qualitatively Different Buyer Behavior.** Figure 2 shows that ROI-constrained buyers shade their bids when the reserve price goes up. It is natural that a financially constrained buyer would bid less aggressively when faced with a higher price.

**Proposition 1 (Shading More under Higher Reserve).** Consider buyer $i \in [n]$ bidding according to Theorem 1. Let the buyer’s value be $v$ and consider two possible reserve prices $r_L < r_H$, and assume that the buyer chooses to participate in the SPA under $r_H$. Assume $G(\cdot)$ above the higher reserve price $r_H$ is the same in the two cases. Then, the buyer’s bid will be strictly lower under $r_H$ than under $r_L$ unless the ROI constraint is not binding under the higher reserve price, in which case, the buyer’s bid will be the same under both reserve prices.

In contrast, shading is not how a rational player in a standard auction model behaves. In a standard (non-ROI) auction model, there is no reason for a buyer to lower his bid in an SPA when the reserve price goes up. We will take advantage of this difference in behavior to empirically demonstrate that some real-world buyers behave as if they face ROI constraints.

**5. Empirical Evidence**

In this section, we provide empirical evidence that demonstrates that a significant subset of the buyers in online advertising exchanges shade their bids in SPAs. Specifically, we empirically show that buyers shade their bids in SPAs when reserve prices are high. As argued in Section 4, shading is consistent with buyers being financially constrained, but inconsistent with buyers being quasilinear. We also argue that, based on the data, ROI constraints seem to better capture buyer behavior than budget constraints.

2 The notation $[n]$ represents $\{1, 2, \ldots, n\}$. 
The experiment. We use bids submitted to Google’s advertising exchange (AdX) over the course of two days. We use data generated from an internal AdX online experiment, that we did not design or control. The experiment was run on a small fraction of AdX’s traffic, but one that was randomly sampled and that still amounted to hundreds of millions of queries (auctions) per day. For each auction, we have access to all of the submitted bids and the winner’s payment. The auctions are all second-price auctions with reserve. In addition to the bids and payment, our dataset also includes the specific ad slot being sold in each auction.

The queries that are selected for the experiment are randomly partitioned into treatment and control groups. The only difference between the treatment and control groups is how the reserve prices are set. For a given query \( q \), let \( r_c(q) \) and \( r_t(q) \) be the reserve price under the control and treatment groups, respectively. We are not at liberty to discuss the algorithm used to compute \( r_c(\cdot) \) and \( r_t(\cdot) \) for a given query. For our purposes, it is sufficient to know that \( r_t(q) \geq r_c(q) \) for any query \( q \). That is, if a query is assigned to the treatment group, rather than to the control group, it faces a higher reserve price. On a typical query \( q \), the fraction \((r_t(q) - r_c(q))/r_c(q)\) is within the range of \( 1\% - 4\% \), so these exogenous shocks to the reserve prices are fairly modest. Using this data, we seek to understand whether buyers respond to reserve price increases as predicted by classical theory (by maintaining their bids) or by the ROI constraint theory we presented in Section 4 (by shading their bids). There is also the possibility that buyers would interpret a higher reserve price as a signal that a given query is particularly valuable, and thus buyers would increase their bids in response to increased reserve prices. As we will show, this signaling behavior is not borne out in our dataset.

Buyers, ad slots and shading factors. We did not collect data on all buyers, but only on buyers that we term performance buyers. Performance buyers are advertisers that we believe seek immediate rewards from their campaigns, as opposed to long-term benefits such as brand awareness (Golrezai et al. (2017)). We focused on these buyers because we do not believe all buyers are likely to be responsive to short-term financial constraints. Buyers focused on long-term brand awareness might not be able to even measure the financial return from their ad purchases. The selection of the buyers was not random: we selected 35 buyers from among the 200 largest buyers on AdX whose bidding behavior was indicative of a focus on performance. Typical examples of performance buyers in our dataset include retargeting advertisers, who show ads to consumers displaying products they previously shopped for (in an attempt to get consumers to purchase those products), and mobile app advertisers attempting to maximize app installs. Retargeting is a significant fraction of the online ad business. According to a survey done by AdRoll in 2015, 24% of large marketers spend at least 50% of their online ad budgets on retargeting AdRoll (2015).
Different ad slots have very different values to buyers. In order to avoid confounding, we focus on the top 40 ad slots for each buyer, and estimate the shading factor for each ad slot. We then average the 40 values to compute our estimated shading factor for each buyer, on each day of the experiment. More formally, for each buyer and day, we let $b^c_a$ and $b^t_a$ be the average submitted bid for ad slot $a$ under the control and treatment groups, respectively. The estimated shading factor for ad slot $a$ is $s^a = b^t_a / b^c_a$, and the estimated shading factor of a buyer on a given day is simply the average over all 40 top ad slots.

The shading factors we estimate are with respect to control reserve prices. That is, they are not the exact same shading factors as discussed in Section 4, which are shading factors with respect to true buyer valuations. We discuss in a bit more detail the distinction between these two shading factors in Section 7. The shading factors we estimate here can be interpreted as price elasticity results. That is, as reserve prices change, how do bids change?

**Experimental results.** Figure 3 depicts the estimated shading factors of the 35 performance buyers for the two consecutive days of the experiment. The figure shows both point estimates and their 95% confidence intervals.
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**Figure 3**  Average shading factor of performance buyers across two consecutive days.

A shading factor of 1 or greater would indicate no shading behavior, while a shading factor strictly below 1 indicates shading. All 70 point estimates are below 1. For 47 of the point estimates (67% of the estimates), the 95% confidence interval does not include 1. That is, according to the 95% confidence intervals, we can establish shading on 2/3 of the buyer-day pairs. All 35 buyers have estimates below 1, according to their 95% confidence intervals, when we aggregate submitted bids across both days.

As the plots demonstrate, there is great consistency across the days: buyers who shaded their bids more on day 1 were also more likely to shade more on day 2. We let $(x_i, y_i)$ be the day 1 and day 2 point estimates of each buyer $i$’s shading factor, and ran a linear regression on this data.
We found the $R^2$ to be 0.88, indicating that most of the variability in the day 2 shading factor can be explained by the variability in the day 1 shading factor. In other words, the shading factors across two days are highly correlated. This consistency demonstrates that the shading factors are a product of the buyers’ bidding strategies, not the random assignment of queries.

**Distribution of bids under treatment and control.** To gain a little more insight into the bidding behavior of the buyers, we look into the probability distribution and probability density of the submitted bids under the control and treatment groups. We chose two buyers that seem to shade their bids according to our data, buyers 15 and 23, and study data from day one.

Figure 4 shows the probability distributions and normalized histograms of the log of the submitted bids of the buyers to their top ad slots (not an average of top 40 slots) over the course of one day. The areas under the histograms are normalized to one. In the histograms, the blue bars represent the control group and the red bars represent the treatment group. Our estimate of the shading factor of buyer 15 for his top slot is 0.93 and of buyer 23 for his top slot is 0.88.

Figure 4 shows that the distribution of the submitted bids under the control group stochastically dominates that of the treatment group. This implies that these two buyers are shading their bids.
when they face a higher reserve price. The shading behavior we observe in the data (Figure 4) is similar to what our ROI constraint theory predicts (Figure 2).

**Budgets versus ROI.** There are different ways to model financial constraints. The most common model in the literature is to assume buyers have budgets. In the business world, due to the availability of capital markets, companies tend to think in terms of return on investment (ROI) instead. Given an investment’s ROI and prevailing interest rates, a financially constrained company can decide whether borrowing money to pursue that investment is a good idea.

We now make the case that the performance buyers in our dataset seem to be behaving more like they are ROI-constrained than budget-constrained. Whichever metric a buyer targets (budget or ROI) is likely to fluctuate less than the other metric. We argue that ROI is the financial metric buyers target by showing that buyers’ total spending (budget) fluctuates more than ROI.

We compare the budget of the 35 performance buyers and their ROIs across all their ad slots. In particular, we compare the volatility of the budget and of the ROI of the buyers over time. To compute the ROI of each buyer, we consider all the auctions in which the buyer wins. We are not able to observe buyer utilities, so we base our calculations here on the assumption that buyers behave truthfully in a second price auction, as predicted by classical auction theory.

To compare the volatility of the amount spent and of the ROI of the buyers, we compute the coefficient of variations of the daily amount spent and the estimated ROI across 7 consecutive days. We use all the queries in these days, including those that did not go through the online experiment. We observe significantly higher volatility in the buyers’ expenditures than their ROIs. The average coefficient of variations of the budget is 37% higher than that of ROI. For 27 buyers, the coefficient of variation of the budget is higher than the coefficient of variation of the ROI, while the opposite is true for 8 buyers.

To better visualize these fluctuations, we now focus on the same two buyers we considered before, buyers 15 and 23, and present their daily expenditures and ROIs across seven days. We first focus on one of the top ad slots for each of these buyers and we compute their total spending and ROI; see Figures 5a and 5b. In fact, we choose the same ad slots in Figure 4. Then, in Figures 5c and 5d, we present the total spending and ROI of these buyers across all of ad slots. Due to sensitivity of the data, we do not reveal the absolute values of spending and ROI of the buyers, reporting normalized values instead. Figure 5 shows that the ROIs of the buyers are pretty stable across different days while total spending fluctuates significantly. For instance, Figure 5a shows that the total spending of buyer 1 in his top slot changes by almost 36% when we move from day one to day six. However, his ROI only changes by 4%. Similarly, in Figure 5c, we observe that the total spending of buyer 1 across all the ad slots changes by 85% by moving from day one to day four.
Figure 5 Normalized spending and ROI of buyers 15 and 23.

But, the change in his ROI is less than 22%. These figures illustrate that the buyers do not have to spend a fixed amount each day, but that the buyers do seem to attempt to maintain a constant ROI over time.

6. Optimal Mechanism Design

Thus far, we have established that a second-price auction with the monopoly price as reserve is not the revenue-maximizing mechanism when buyers are ROI-constrained (see Example 1). In this section, we characterize the structure of the optimal mechanism when buyers are ROI-constrained.

By the revelation principle, we focus on direct incentive compatible and individually rational mechanisms. A direct mechanism \( \mathcal{M} \) consists of a pair \((q, p)\) where \( q_i : [\bar{v}, \bar{\bar{v}}]^n \to [0, 1] \) is an allocation rule for buyer \( i \) and \( p_i : [\bar{v}, \bar{\bar{v}}]^n \to \mathbb{R} \) is his transfer to the mechanism. With a slight abuse of notation, we denote \( \mathbb{E}_{v_{-i}}[q_i(v_i, v_{-i}) \mid v_i] \) by \( q_i(v_i) \).

**Definition 1 (Incentive Compatibility).** A direct mechanism is incentive compatible (IC) if for each buyer \( i \), truth-telling is a best response given that all other buyers report truthfully, i.e.,

\[
v_i q_i(v_i, v_{-i}) - p_i(v_i, v_{-i}) \geq v_i q_i(\hat{v}_i, v_{-i}) - p_i(\hat{v}_i, v_{-i}) \quad \text{for all } v_i, \hat{v}_i, v_{-i},
\]

and ROI constraints under truthful reporting are satisfied. That is,

\[
\frac{\mathbb{E}[q_i(v)v_i]}{\mathbb{E}[p_i(v)]} \geq \gamma_i + 1, \quad i \in [n].
\]
For incentive compatible mechanisms, the definition above is equivalent to Eq.(3). As we observed in Section 4, the ROI constraint plays an important role in bidding behavior of buyers in a sense that a mechanism, which is truthful without ROI constraints, may not be truthful when buyers are ROI-constrained. To ensure that a mechanism is IC, we also need to guarantee that the buyers can reach their target ROI by bidding truthfully.

The following lemma identifies necessary and sufficient under which a direct mechanism is IC.

**Proposition 2 (Necessary and Sufficient Conditions for IC).** A mechanism \( M \) with allocation rule \( q(\cdot) \) is IC if and only if for any \( i = 1, 2, \ldots, n \), \( q_i(v_i) = \mathbb{E}[q_i(v_i, v_{-i})] \) is weakly increasing in \( v_i \), the expected utility of buyer \( i \) with valuation \( v_i \), denoted by \( u_i(v_i) \), is given by

\[
\frac{\mathbb{E}[u_i(v_i)]}{\mathbb{E}[v_i q_i(v_i) - u_i(v_i)]} \geq \gamma_i, \ i \in [n].
\]

The proof follows from the fact that buyers aim to maximize their utilities after their ROI constraints are satisfied. The proof follows Myerson’s classical proof and is, thus, omitted.

An IC mechanism is individually rational (IR) if for each buyer \( i \), the expected utility under the truthful reporting is non-negative, that is,

\[
v_i q_i(v_i, v_{-i}) - p_i(v_i, v_{-i}) \geq 0 \quad \text{for any } (v_i, v_{-i}) \in \left[v, \bar{v}\right]^n.
\]

The IR constraints ensure that the buyers participate in the mechanism.

Having defined the IC and IR constraints, we now define the revenue-optimal mechanism. An IC and IR mechanism is revenue-optimal if it yields the highest revenue among all IC and IR mechanisms; that is, it maximizes \( \mathbb{E}[\sum_{i=1}^n p_i(v)] \). Using the standard Myersonian technique, we have

\[
\mathbb{E}[p_i(v)] = \mathbb{E}[\phi_i(v_i) q_i(v) - u_i(v)]. 
\]

The seller’s revenue optimization problem can thus be written as:

\[
\max_{q_i(\cdot), u_i(\cdot)} \mathbb{E} \left[ \sum_{i=1}^n (\phi_i(v_i) q_i(v) - u_i(v)) \right] \\
\text{s.t. } u_i(v_i) = u_i(v) + \int_{v_i}^v q_i(x) dx \\
q_i(v_i) \text{ is weakly increasing in } v_i \\
\mathbb{E}[v_i q_i(v_i)] - (\gamma_i + 1)\mathbb{E}[v_i q_i(v_i) - u_i(v_i)] \geq 0 \\
u_i(v_i) \geq 0 \\
\sum_{i=1}^n q_i(v) \leq 1 \\
v \in \left[v, \bar{v}\right]^n,
\]

(OPT)
The first three sets of constraints follow from Proposition 2, where we identify the necessary and sufficient conditions for incentive compatibility. In particular, the third set of constraints ensures that the buyers obtain their target ROI. The fourth set of constraints guarantees that the mechanism is IR. The last set of constraints ensures that the mechanism does not allocate the item to more than one buyer.

In the next subsection, we characterize the optimal mechanism when all the buyers are symmetric in a sense that they have the same valuation distribution and target ROI. Due to space restrictions, we present the optimal mechanism for asymmetric buyers in Appendix 6.2.

6.1. Symmetric Buyers
In this subsection, we assume that the valuation of each buyer \( i = 1, 2, \ldots, n \) is independently drawn from distribution \( F \) with probability density \( f \). We need a few definitions before presenting our result. Assume that the seller runs an SPA with the monopoly reserve \( r_m = \phi^{-1}(0) \) and all the buyers bid truthfully. Let \( \gamma_L \) be the ROI of a truthful buyer under this mechanism. Precisely,

\[
\gamma_L = \frac{\mathbb{E}[vq_i(v)]}{\mathbb{E}[p_i(v)]} - 1 = \frac{\int_{r_m}^{\bar{v}} v F^{n-1}(v) dF(v)}{\int_{r_m}^{\bar{v}} \phi(v) F^{n-1}(v) dF(v)} - 1,
\]

where \( F^{n-1}(v) \) is the probability that a buyer with valuation \( v \) has the highest valuation among \( n \) buyers. The numerator is the expected value the buyer gains from possibly winning the item, while the denominator corresponds to the expected virtual value from possibly winning the item.

Similarly, let \( \gamma_H \) be the ROI of a buyer when the seller runs a SPA with zero reserve price and all buyers bid truthfully. That is,

\[
\gamma_H = \frac{\int_{0}^{\bar{v}} v F^{n-1}(v) dF(v)}{\int_{0}^{\bar{v}} \phi(v) F^{n-1}(v) dF(v)} - 1.
\]

For any \( \gamma \in [\gamma_L, \gamma_H] \), let \( r_\gamma \) be the value that solves the following equation:

\[
\gamma = \frac{\int_{r_\gamma}^{\bar{v}} v F^{n-1}(v) dF(v)}{\int_{r_\gamma}^{\bar{v}} \phi(v) F^{n-1}(v) dF(v)} - 1. \tag{6}
\]

The above definition implies that when all buyers are truthful and the seller runs an SPA with reserve \( r_\gamma \), any truthful buyer earns ROI of \( \gamma \), for \( \gamma \in [\gamma_L, \gamma_H] \). As we will show in Theorem 2, the reserve price \( r_\gamma \in [0, r_m] \) and is decreasing in \( \gamma \). Note that \( r_{\gamma_H} = 0 \) and \( r_{\gamma_L} = r_m \). For any \( \gamma \in [\gamma_L, \gamma_H] \), let \( \lambda_\gamma \) be the value that solves \( \bar{\phi}(r_\gamma, \lambda_\gamma, \gamma) = 0 \), where

\[
\bar{\phi}(x, \lambda, \gamma) = \lambda x + \phi(x)(1 - \lambda(1 + \gamma)). \tag{7}
\]
The term $\bar{\phi}(r_\gamma, \lambda_\gamma, \gamma)$ corresponds to a modification of the virtual value function, which takes into account a Lagrangian relaxation of the ROI constraint. Under this interpretation, the optimal Lagrange multiplier of the ROI constraint corresponds to:

$$\lambda^* = \begin{cases} 0 & \text{if } \gamma \leq \gamma_L; \\ \lambda_\gamma & \text{if } \gamma \in (\gamma_L, \gamma_H); \\ 1/(1 + \gamma) & \text{if } \gamma \geq \gamma_H. \end{cases}$$  \hspace{1cm} (8)$$

We are now ready to present the optimal mechanism.

**Theorem 2 (Optimal Mechanism with Symmetric Buyers).** Consider a setting with symmetric buyers with regular value distributions (Assumption 1). The following mechanism maximizes the seller’s revenues:

(i) If $\gamma < \gamma_L$, then run an SPA with reserve price $r_m$,

(ii) If $\gamma \in [\gamma_L, \gamma_H]$, then run an SPA with reserve price $r_\gamma$, where $r_\gamma$ is defined in Eq. (6),

(iii) If $\gamma > \gamma_H$, then run an SPA with reserve price 0. In addition, provide a subsidy $s$ to each buyer, where $s$ solves

$$-s + \int_0^v \phi(v) F_{n-1}(v) f(v) dv = (1 + \gamma).$$  \hspace{1cm} (9)$$

In addition, the optimal revenue of the seller is equal to $E\left[ \max_{i \in [n]} \bar{\phi}(v_i, \lambda^*, \gamma) \right]$, where $\phi(v_i, \lambda^*, \gamma)$ and $\lambda^*$ are defined in equations (7) and (8), respectively.$^3$

Theorem 2 shows that when buyers are ROI-constrained, the seller needs to reduce the reserve price or even provides buyers with a positive subsidy in order to maximize revenue. The theorem has three parts. When the target ROI is low ($\gamma < \gamma_L$), the ROI constraint is not binding and the optimal mechanism is the standard SPA with the monopoly reserve $r_m$. When the target ROI is moderate ($\gamma \in [\gamma_L, \gamma_H]$), the optimal mechanism is again an SPA. However, the reserve price should decrease so that the ROI constraints of the buyers are satisfied. When the target ROI is high ($\gamma > \gamma_H$), reducing the reserve price alone is not sufficient to produce a solution that satisfies the ROI constraint. To make sure that the ROI constraints are satisfied and the buyers participate, the seller needs to run an SPA without a reserve price, and give each buyer a subsidy. The amount of subsidy is chosen so that the ROI constraints are binding.

**Welfare and revenue implications.** In the moderate target ROI case, $\gamma \in [\gamma_L, \gamma_H]$, the seller’s optimizes revenues by choosing a reserve price below the monopoly $r_m$. This implies that seller that ignores ROI constraints creates a situation that is worse off for everyone: both seller revenues and buyers’ surpluses would go up if the seller reduces the reserve price below $r_m$.

$^3$ The notation $(x)^+$ represents the positive part of $x$. 

---

*Auction Design for ROI-Constrained Buyers*
For the high target ROI case, $\gamma > \gamma_H$, an intuitive answer might have been that if the seller cannot get the buyers to participate even without a reserve price, there is nothing for the seller to do. Theorem 2 proves this is false. In fact, with the proper choice of subsidy, the seller optimizes revenues by ensuring participation even if the target ROI is sky high. The following corollary formalizes this notion.

**Corollary 1 (Revenue under High Target ROI).** Assume the target ROI is high, i.e., $\gamma \geq \gamma_H$. Then, the optimal revenue of the seller is equal to $\frac{1}{1+\gamma} E[\max_{i \in [n]} \{v_i\}]$.

Corollary 1 follows from the fact that $\bar{\phi}(v_i, \frac{1}{1+\gamma}, \gamma) = \frac{v_i}{1+\gamma}$ and the expected revenue of the seller in the optimal mechanism is equal to $E \left[ (\max_{i \in [n]} \bar{\phi}(v_i, \lambda^*, \gamma))^+ \right]$. The corollary shows that, under a high target ROI, the optimal revenue of the seller decreases linearly in $\gamma$. It also shows that even with a high target ROI, the seller obtains a constant fraction of the consumer surplus. We now revisit Example 1, taking into account Theorem 2.

**Example 1 revisited.** We now present the optimal mechanism for the cases of $n = 2, 3, 4$ buyers, all with valuation distribution $\text{Logn}(0.5, 0.5)$. Figures 6a, 6b, and 6c, respectively, show the optimal reserve price, seller’s revenue, and optimal subsidy of the optimal mechanism as a function of the target ROI $\gamma$ with $n = 2, 3, 4$. Here, $v_i \sim \text{Logn}(0.5, 0.5)$ for $i \in [n]$.

**Figure 6** Reserve price, seller’s revenue, and subsidy in the optimal mechanism as a function of the target ROI $\gamma$ with $n = 2, 3, 4$. Here, $v_i \sim \text{Logn}(0.5, 0.5)$ for $i \in [n]$.

We now present the optimal mechanism for the cases of $n = 2, 3, 4$ buyers, all with valuation distribution $\text{Logn}(0.5, 0.5)$. Figures 6a, 6b, and 6c, respectively, show the optimal reserve price, seller’s revenue, and optimal subsidy of the optimal mechanism as a function of the target ROI. As expected, the reserve price, $\gamma_L$ and $\gamma_H$ decrease as the target ROI increases. In addition, the moderate range of $\gamma$, i.e., $[\gamma_L, \gamma_H]$ shrinks as the number of buyers increases. Recall that when $\gamma \in [\gamma_L, \gamma_H]$, it is optimal to run an SPA with reserve price $r_\gamma \in [0, r_m]$. This shows that, when the number of buyers is large, we may face a sharp transition from the low ROI regime to the high ROI regime. Figures 6b and 6c show that by increasing the number of buyers, the seller’s revenue goes up despite the fact that the seller offers larger subsidies to the buyers. That is, as in standard auction design, the seller still gains from high levels of competition in the market.
6.2. Asymmetric Buyers

We now present the optimal mechanism for when buyers are asymmetric with respect to their valuation distributions and target ROIs. We will show that the heterogeneity among buyers leads to distortion in allocation rule of the optimal mechanism, in the sense that the item does not get allocated to the buyer with the highest submitted bid. We further show that the allocation rule of the optimal mechanism remains distorted even if buyers are only heterogeneous in their target ROIs.

We first consider the standard case where the valuation distributions of the buyers are heterogeneous, and buyers are not ROI-constrained; that is, their target ROIs are zero. Without ROI constraints, it is optimal to sort buyers based on their virtual values, $\phi_i(v_i)$, and allocate the item to the buyer with the highest non-negative virtual value Myerson (1981). We will show that when buyers are ROI-constrained, the structure of the optimal mechanism bears some resemblance to the aforementioned mechanism. However, the mechanism needs to be modified so that the buyers’ ROI constraints are satisfied.

We start by presenting a parametrized mechanism $M(\Lambda, \Gamma, S)$, which can be described by Lagrange multipliers $\Lambda = (\lambda_1, \ldots, \lambda_n)$, target ROIs $\Gamma = (\gamma_1, \ldots, \gamma_n)$, and subsidy levels $S = (s_1, \ldots, s_n)$. The precise mechanism is as given here:

**Mechanism $M(\Lambda, \Gamma, S)$**

- **Subsidies**: Each buyer $i$ receives a subsidy of $s_i$ from the seller.
- **Bids**: Each buyer $i$ submits his bid $b_i$.
- **Modified virtual values**: For each buyer $i$, his modified virtual value, denoted by $\tilde{\phi}_i(b_i, \lambda_i, \gamma_i)$, is calculated according to $\tilde{\phi}_i(x, \lambda_i, \gamma_i) = \lambda_i x + \phi_i(x)(1 - \lambda_i(1 + \gamma_i))$.
- **Winner determination**: The item is allocated to a buyer $i^*$ with the highest non-negative modified virtual value; that is,
  \[ i^* = \arg \max_{i \in [n], \tilde{\phi}_i (b_i, \lambda_i, \gamma_i) \geq 0} \tilde{\phi}_i(b_i, \lambda_i, \gamma_i). \]  
  (10)

The item is not allocated if the modified virtual values of all the buyers are negative.

The winner’s payment: Define $\tilde{\phi}^{(2)} = (\max_{j \in [n], j \neq i} \{ \tilde{\phi}_j (b_j, \lambda_j, \gamma_j) \})^+$ as the second highest modified virtual value. Let $\theta_i(x, \lambda_i, \gamma_i)$ be the inverse of $\tilde{\phi}_i(v_i, \lambda_i, \gamma_i)$ with respect to its first argument $v_i$. To be precise, given that $\tilde{\phi}_i(v_i, \lambda_i, \gamma_i) = x$, then $\theta_i(x, \lambda_i, \gamma_i) = v_i$. Then, buyer $i^*$ pays $p_{i^*} = \theta_{i^*}(\tilde{\phi}^{(2)}, \lambda_{i^*}, \gamma_{i^*})$, and for any other buyer $i \neq i^*$, the payment $p_i$ is set to zero.

Note that mechanism $M(\Lambda, \Gamma, S)$ sorts buyers based on their modified virtual value and allocates the item to the buyer with the highest non-negative modified virtual value. When $(1 - \lambda_i(1 + \gamma_i)) \geq 0$ and distribution $F_i$ is regular, then the modified virtual value, $\tilde{\phi}_i(x, \lambda_i, \gamma_i)$, is increasing in its first argument. The monotonicity of the modified virtual value implies that the allocation probability of buyers increases as they submit higher bids.
The mechanism $\mathcal{M}(\Lambda, \Gamma, S)$ is similar to Myerson’s optimal non-ROI-constrained mechanism, with the key distinction being that modified virtual values $\bar{\phi}_i(v_i, \lambda_i, \gamma_i)$ replace virtual values $\phi_i(v_i)$. This change in the allocation is designed to ensure the target ROIs of the buyers are met. In order to meet the target ROIs, each buyer is assigned a Lagrangian multiplier $\lambda_i \in [0, 1/(1 + \gamma_i)]$. As the target ROI of a buyer increases, the mechanism will assign the buyer a larger Lagrange multiplier. If the target ROI cannot be achieved even at $\lambda_i = 1/(1 + \gamma_i)$, then the mechanism needs to provide buyer $i$ a subsidy $s_i$.

In mechanism $\mathcal{M}(\Lambda, \Gamma, S)$, buyer $i$ does not get the item when his value is less than his personalized reserve price $r_i = \theta_i(0, \lambda_i, \gamma_i)$. In addition, when buyer $i$ wins the item, his payment is at least $r_i$. In fact, the payment of the winning buyer is the minimum bid that he needs to submit in order to win the item.

We need to define some terms we will use to describe the optimal mechanism. Let

$$\Lambda^* = (\lambda_1^*, \lambda_2^*, \ldots, \lambda_n^*) = \arg \min_{\lambda_i \in [0, 1/(1 + \gamma_i)], i \in [n]} \mathbb{E} \left[ \left( \max_{i \in [n]} \bar{\phi}_i(v_i, \lambda_i, \gamma_i) \right)^+ \right]. \quad (11)$$

be the optimal Lagrange multipliers of the ROI constraints. By duality theory, the above optimization problem is convex for any set of functions $\bar{\phi}_i$, and can be computed via standard convex optimization algorithms. Furthermore, let $S^* = (s_1^*, \ldots, s_n^*)$ be defined as:

$$s_i^* = \begin{cases} \mathbb{E}\left[ (-v_i + (\gamma_i + 1)\bar{\phi}_i(v_i))q_i(v) \right]/(1 + \gamma_i) & \text{if } \lambda_i^* = 1/(1 + \gamma_i); \\ 0 & \text{if } \lambda_i^* < 1/(1 + \gamma_i). \end{cases} \quad (12)$$

**Theorem 3 (Optimal Mechanism with Asymmetric Buyers).** Consider a setting with asymmetric buyers with regular value distributions (Assumption 1). The mechanism $\mathcal{M}(\Lambda^*, \Gamma, S^*)$ maximizes the seller’s revenues, where $\Lambda^*$ is defined in Eq. (11) and $S^*$ is defined in Eq. (12). In addition, the optimal revenue of the seller is equal to

$$\mathbb{E} \left[ \left( \max_{i \in [n]} \bar{\phi}_i(v_i, \lambda_i^*, \gamma_i) \right)^+ \right].$$

The intuition for this result is similar to the one for symmetric buyers. Under a low target ROI, the ROI constraint is not binding and $\lambda_i = 0$. In this case, the modified virtual values revert to the virtual value. Under a moderate target ROI, the virtual value is modified to make the ROI constraint feasible. Under a high target ROI, the virtual value is maximally modified, with $\lambda_i = 1/(1 + \gamma_i)$, but this is not sufficient to ensure buyer participation. Therefore, a buyer subsidy is also necessary in this final case. As in the symmetric case, it is always better for the seller to subsidize a buyer than to have the buyer not participate in the auction, regardless of the buyer’s target ROI.
Figure 7  Modified virtual value of a buyer, \( \bar{\phi}(v, \lambda, \gamma) \), versus value \( v \). Here, \( v \sim U(0, 1) \).

**Allocation distortion.** In standard auction design, the auctioneer increases her revenue by distorting the allocation in favor of buyers with lower valuation distributions. One might therefore conjecture that the auctioneer here distorts the allocation in favor of buyers with high target ROIs. This is not the case. The optimal allocation distortion is more subtle in our ROI-constrained model.

Buyer \( i \)'s ROI can be written as:

\[
E[(v_i - (1 + \gamma_i)\phi_i(v_i)) q_i(v)] \geq 0.
\]

Therefore, we can interpret \( v_i - (1 + \gamma_i)\phi_i(v_i) \) as a marginal contribution to the ROI constraint of allocating the item to buyer \( i \). When \( v_i - (1 + \gamma_i)\phi_i(v_i) \geq 0 \), the mechanism positively contributes to the ROI constraint by allocating the item to a buyer \( i \). However, when \( v_i - (1 + \gamma_i)\phi_i(v_i) < 0 \) and buyer \( i \) gets the item, the marginal contribution to buyer \( i \)'s ROI constraint is negative. To account for this, the allocation rule of the optimal mechanism gets distorted: it favors buyer \( i \) when \( v_i - (1 + \gamma_i)\phi_i(v_i) \) is positive and hinders him when the same quantity is negative. To see why note that the modified virtual value, \( \bar{\phi}_i(v_i, \lambda_i, \gamma_i) \), can be written as \( \phi_i(v_i) + \lambda_i \left( v_i - (1 + \gamma_i)\phi_i(v_i) \right) \). The distortion in the allocation rule of the optimal mechanism is illustrated in Figure 7a when the valuation distribution is uniform in the range of \([0, 1]\). Because of the distortion induced by the ROI constraint, the modified virtual value is not monotone in \( \gamma \). Similarly, as we show in Figure 7b, the modified virtual value is not monotone in its second argument \( \lambda_i \). A higher Lagrange multiplier \( \lambda_i \) does not mean the allocation is distorted in favor of buyer \( i \).

In the optimal mechanism, the maximum value that \( \lambda_i^* \) can take is \( \frac{1}{\gamma_i + 1} \). When \( \lambda_i^* \) takes its maximum value, the modified virtual value is always positive and is proportional to the value of the buyer, i.e., \( \bar{\phi}_i(x, \frac{1}{\gamma_i + 1}, \gamma_i) = \frac{x}{\gamma_i + 1} \geq 0 \). The fact that \( \bar{\phi}_i(x, \frac{1}{\gamma_i + 1}, \gamma_i) \geq 0 \) for any \( x \geq 0 \) implies that reserve price \( r_i^* = \theta_i(0, \lambda_i^*, \gamma_i) = 0 \) for high target ROI buyers. When \( \lambda_i^* = \frac{1}{\gamma_i + 1} \), the optimal mechanism provides the buyer with a positive subsidy of \( s_i^* \), as defined in Eq. (12). The subsidy \( s_i^* \) is chosen in a way that the ROI constraint of the buyer is satisfied. One can interpret the subsidy \( s_i^* \) as the utility of the buyer when his valuation is \( \bar{v}_i \), i.e., \( u_i(\bar{v}) = s_i^* \). When we described the
optimal mechanism, we let $s_i^*$ be an upfront subsidy to the buyer. There are other implementations of the same idea that are equally revenue-optimal. For example, we could implement the subsidy by reducing the buyer’s payment every time he wins the item. The reduction in buyer’s payment should be done in a way that, in expectation, the buyer’s payment is reduced by $s_i^*$.

We now discuss the reserve price $r_i^* = \theta_i(0, \lambda_i^*, \gamma_i)$ in the optimal mechanism. As mentioned earlier, the mechanism does not allocate the item to buyer $i$ when his bid is less than reserve price $r_i^*$. The following proposition shows that reserve price $r_i^* \leq r_i^m = \phi_i^{-1}(0)$ where $r_i^m$ is the monopoly reserve price for buyer $i$.

**Proposition 3 (Reserve Price).** Suppose that distributions $F_i$’s are regular (Assumption 1). Then, $r_i^* = \theta_i(0, \lambda_i^*, \gamma_i) \leq r_i^m$. In addition, $r_i = \theta_i(0, \lambda_i, \gamma_i)$ is decreasing in $\lambda_i$ and $\gamma_i$.

Proposition 3 also shows that $r_i = \theta_i(0, \lambda_i, \gamma_i)$ is decreasing in the Lagrangian multiplier $\lambda_i$ and the target ROI, $\gamma_i$. This implies that the mechanism gets more lenient towards the buyer with larger target ROI and Lagrange multiplier.

7. **Counterfactual Analysis**

In this section, we combine the theoretical results on optimal auction design under ROI constraints from Section 6 with the data from Section 5 to estimate how much is being left on the table due to not accounting for ROI constraints.

The optimal auctions for asymmetric buyers are complex and not very practical. This is true not only of our ROI-constrained optimal auctions (see Subsection 6.2), but also of Myerson’s auction for asymmetric buyers. We therefore focus on the ROI-constrained optimal auctions for symmetric buyers from Subsection 6.1. Optimizing an ROI-constrained symmetric auction requires only choosing a reserve price or a subsidy level (if the optimal reserve price is zero).

We use the two buyers for whom we estimated the bid distributions for their top ad slots — buyers 15 and 23 — and construct optimal auctions for these buyers. To maintain the auction symmetry, we do not combine the buyers into a single auction. That is, we create an auction for a setting with multiple versions of buyer 15, and a different auction for a setting with multiple versions of buyer 23.

**Estimating value distributions.** We are not able to directly observe buyer value distributions and target ROIs. All that we can observe is buyer bidding under treatment and control reserve prices, and create estimates based on those. We call the empirical distributions of submitted bids $\hat{F}_t(x)$ and $\hat{F}_c(x)$ under treatment and control, respectively, $\hat{F}_t(x) = \frac{1}{|T|} \sum_{t \in T} 1\{b_t \leq x\}$, and $\hat{F}_c(x) = \frac{1}{|C|} \sum_{t \in C} 1\{b_t \leq x\}$,
where $T$ and $C$ represent the sets of bids under treatment and control. The estimated empirical distributions are represented in Figure 4.

Based on the theory we developed, we know that buyers are more likely to be ROI-constrained when reserve prices are high, which corresponds to the treatment group. Therefore, the empirical control distribution is likely to be more similar to the true value distribution. We therefore assume $\hat{F}_c(\cdot)$ is the true value distribution for the purposes of this counterfactual analysis. The auctions in our dataset vary widely in quality and reserve prices. In order to maintain some quality consistency, we will use only auctions where the reserve price lies within one standard deviation of its mean, i.e., the reserve price of query $q$ satisfies $r_c(q) \in [E[r_c] - \sigma(r_c), E[r_c] + \sigma(r_c)]$.

**Estimating shading factors and target ROIs.** Before estimating target ROIs, we estimate the shading factor used by the buyers. We estimate shading factors via structural estimation. We assume buyers are shading their bids as prescribed by Theorem 1 and that $\hat{F}_c(v)$ is their true value distribution. If a buyer with value distribution $\hat{F}_c(v)$ uses a shading factor $\beta$ under treatment prices, we should observe bids distributed according to $\hat{F}_c(v/\beta)$ under treatment prices. We therefore compute our estimate $\beta$ of the shading factor via the following regression:

$$\hat{\beta} = \arg \min_y \sum_n (\hat{F}_t(b_n) - \hat{F}_c(b_n/y))^2.$$  

We find estimated shading factors of 0.93 and 0.88 for the top ad slots of buyers 15 and 23, with standard errors of 0.012 and 0.015.

Our theory predicts that the buyer is more likely to be ROI-constrained under high prices. We thus determine a buyer’s target ROI by assuming the ROI constraint is binding under treatment prices. We can therefore compute our estimated target ROI $\hat{\gamma}$ by computing

$$\hat{\gamma} = \frac{\sum_{t \in \mathcal{T}} w_t (b_t/\hat{\beta} - p_t)}{\sum_{t \in \mathcal{T}} w_t p_t}$$

where $p_t$ is the payment of the buyer in auction $t$ and $w_t \in \{0, 1\}$ is one if the buyer wins auction $t$, and is zero otherwise. Here, $\mathcal{T}$ is the set of all the auctions in the treatment group that have a reserve price in the range $[E[r_t] - \sigma(r_t), E[r_t] + \sigma(r_t)]$. For competitive reasons, we do not disclose the estimated $\hat{\gamma}$ of the buyers.

Note that we are probably undermeasuring the true target ROI using our technique. That is, $\hat{\gamma}$ is possibly higher than true $\gamma$ since our structural estimation procedure assumes the ROI constraint is not binding under control prices. If we were able to measure true target ROIs, the measurements would most likely be more pronounced, and the implications for revenue and welfare would be even more stark.
Counterfactual analysis results. We now consider a setting with \( n = 1, ..., 8 \) buyers having valuation distribution \( \hat{F}_c(\cdot) \) and target ROI \( \hat{\gamma} \). We do this exercise twice, the first time with data from buyer 15, and the second time with data from buyer 23.

For these set of problem parameters, when the number of buyers is small, we find that the optimal mechanism according to Theorem 2 is an SPA with a positive reserve price which is below the monopoly price. In contrast, when the number of buyers is large, the optimal mechanism is an SPA with no reserve and a positive subsidy. This is so because by increasing the number of buyers, competition among buyers gets more severe and the ROIs of the buyers decrease. In Figure 8, we plot the normalized revenue and welfare of the optimal mechanism. To normalize revenue (welfare), we set the revenue (welfare) of Myerson’s optimal non-ROI-constrained mechanism with one buyer to be equal to one. As a benchmark, we also plot the revenue and welfare under an SPA with monopoly price, where buyers are assumed to shade according to Theorem 1.

In Figure 8a, we see that the revenue gain from taking ROI into account can be as low as 0.5\% \((n=8)\) to as high as over 200\% \((n=1)\). These numbers are based on buyers who behave like buyer 15. For this case, the average and the median revenue gain are 85\% and 51\%, respectively. The range of outcomes is not as wide for the buyer 23 model (Figure 8b). In this scenario, revenue gains range from 4\% \((n=8)\) to 46\% \((n=1)\), with mean 17\% and median 12\%. In Figure 8c, we see that the welfare gains for the buyer 15 also span a wide range, starting from 0.4\% \((n=8)\) going up to...
150% (n=1), with mean and median 51% and 29%, respectively. In Figure 8d, we see the welfare gains for the buyer 23 model, which ranges from 4% and 39%, with mean 16% and median 12%. Overall, the revenue gains and welfare improvement are smaller when the market is thick, i.e., the number of buyers is large.

Interestingly, the revenue and welfare gains are highly correlated. The situations where the ROI-aware auction performs much better than the standard auction are settings where ROI constraints are causing buyers to significantly shade their bids. In such situations, a reduction in the reserve price can simultaneously greatly improve revenue and generate a very large surplus for buyers.

8. Conclusion

In this paper, we used data from a field experiment that was run in Google’s AdX to argue that a set of online ad buyers, performance buyers, behave as if they are financially constrained. We argued that we can model this behavior via ROI constraints, and showed how to optimize auctions that take into account such constraints. Taking into account ROI constraints can lead to Pareto improvements in auction design, as ignoring financial constraints is costly for both buyers and sellers.
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Appendix A: Proofs of Main Results

In the section, we first present the proof of Theorem 1 and then we give the proof of Proposition 1, Theorems 2 and 3, and Proposition 3.

A.1. Proof of Theorem 1

The proof is divided into three segments. In the first and second segments, we assume that the target ROI is low and moderate, respectively. In the last segment, we assume that the target ROI is high.

Low target ROI \((\gamma \leq \bar{\gamma})\)

Here we need to show that for any \(\gamma \leq \bar{\gamma}\), the buyer bids truthfully. Recall that \(\gamma\) is the ROI of the buyer in the SPA with the monopoly reserve when the buyer bids truthfully. When the target ROI is less than \(\bar{\gamma}\), the ROI constraint is non-binding under truthful bidding. Thus, the utility maximizer buyer bids truthfully.

Moderate target ROI \((\gamma \in (\bar{\gamma}, \bar{\gamma}])\)

Here, we construct an upper bound on Problem Bid-{SPA} by dualizing the ROI constraint. We then show that the bidding strategy presented in Theorem 1 achieves the upper bound and is, thus, optimal.

We start with by adding a constraint to Problem Bid-{SPA}:

\[
\max_{b(\cdot)} \mathbb{E}[(v - D)1\{b(v) \geq D\}] \\
\text{s.t. } \mathbb{E}[(v - (1 + \gamma)D)1\{b(v) \geq D\}] \geq 0, \\
\mathbb{E}[v1\{b(v) \geq D\}] > 0. 
\] (Modified)

The second constraint in Problem Modified ensures that we do not pick a bidding strategy under which the buyer does not win at all. This ensures that the buyer’s ROI is finite. We show in Lemma 2 that at the optimal bidding strategy, this constraint is satisfied if the target ROI is moderate.

By the weak duality theorem, for any \(\lambda \geq 0\), the optimal solution of Problem Modified is upper bounded by

\[
\max_{\{b(\cdot)\}} \mathcal{L}(b, \lambda) \\
\text{where } \mathcal{L}(b, \lambda) = \mathbb{E}[(v - D)1\{b(v) \geq D\}] + \lambda \mathbb{E}[(v - (1 + \gamma)D)1\{b(v) \geq D\}] \\
= (1 + \lambda)\mathbb{E} \left[ v - \frac{(1 + \gamma + 1)}{(1 + \lambda)}D \right] \times 1\{b(v) \geq D\}. 
\] (13)

The second equation implies that the effective payment of the buyer is not \(D\); it is \(\frac{(1 + \gamma + 1)}{(1 + \lambda)}D\) instead.

Therefore, to maximize \(\mathcal{L}(b, \lambda)\), the buyer needs to shade his bid by a factor of \(\frac{(1 + \lambda)}{(1 + \gamma + 1)}\), i.e., \(b(v) = v\frac{(1 + \lambda)}{(1 + \gamma + 1)} = v\beta(\lambda, \gamma)\), or alternatively, \(\beta(\lambda, \gamma) = \frac{(1 + \gamma + 1)}{(1 + \lambda)}\). Precisely, (13) can be written as

\[
\mathcal{L}(b, \lambda) = (1 + \lambda)\mathbb{E} \left[ v - \frac{D}{\beta(\lambda, \gamma)} \right] \times 1\left\{v \geq \frac{D}{\beta(\lambda, \gamma)}\right\}. 
\] (14)

To complete this part of the proof, we show that there exists a unique \(\lambda\) under which the ROI constraint is binding given that \(b(v) = v\beta(\lambda, \gamma)\). We use the following definition in the rest of the proof:

\[
\hat{R}(\beta) = \mathbb{E}[(v - D(1 + \gamma))1\{v \bar{\beta} \geq D\}]. 
\] (15)

Assuming \(\hat{R}(\beta)\) is finite, \(\hat{R}(\beta) = \gamma\) if and only if \(\hat{\beta}(\beta) = 0\) (see Eq. (4)). We can also have \(\hat{R}(\beta) = 0\) when \(\hat{R}(\beta) = \infty\), which correspond to values of \(\beta\) around zero. We say \(\beta\) is an “isolated root” of \(\hat{R}(\cdot)\) if \(\hat{R}(\beta) = 0\)
and there exists an open ball around $\beta$ such that $R(x) \neq 0$ for every $x$ in the open ball. When $\beta$ is an isolated root of $\tilde{R}(\cdot)$, the ROI constraint is binding at the bidding strategy $b(v) = \beta v$, and thus $R(\beta)$ is finite and $R(\beta) = \gamma$.

In the following, we show that $\tilde{R}(\cdot)$ has a unique isolated root. Let us denote this solution by $\beta_0$. We can then choose $\lambda^*$ as the unique solution of $\beta(\lambda^*, \gamma) = \beta_0$ since $\beta(\lambda, \gamma)$ is increasing in $\lambda$. Considering the fact that bidding strategy $b(v) = \beta_0 v$ maximizes $L(b, \lambda^*)$ and the ROI constraint is binding at $b(v) = \beta_0 v$, we can conclude that this bidding strategy is optimal.

We complete our result by proving that $\tilde{R}(\cdot)$ has a unique isolated root via a sequence of lemmas. The proofs of these lemmas are provided in Appendix B.

**Lemma 1.** $\tilde{R}(\beta)$ is non-decreasing in $\beta$ when $\beta \leq \frac{1}{1+\gamma}$.

**Lemma 2.** Let $\gamma \leq \bar{\gamma}$. Then, $\frac{1}{1+\gamma} > \frac{r}{\bar{v}}$ and $\tilde{R}(\frac{1}{1+\gamma}) > 0$.

So far, we have established that there exists at most one $\beta \in (\frac{1}{1+\gamma}, 1)$ that solves $\tilde{R}(\beta) = 0$. The following lemma shows that such a solution is unique.

**Lemma 3.** There exists a unique solution $\beta_0 \in (\frac{1}{1+\gamma}, 1)$ that solves $\tilde{R}(\beta_0) = 0$.

**High target ROI ($\gamma > \bar{\gamma}$)** Here, we first show that when $\gamma > \bar{\gamma}$, then the buyer does not participate. To this aim, we show that the upper bound of Problem Modified, defined below, is $-\infty$:

$$\min_{\lambda \geq 0} \max_{b(\cdot)} L(b, \lambda). \quad (16)$$

This implies that Problem Modified is infeasible. To see why assume, contrary to our claim, that Problem Modified has a feasible solution. Then, considering the fact the objective function of Problem Modified at any feasible solution is positive, the upper bound of Problem Modified cannot be $-\infty$. This contradicts that Problem Modified is feasible.

Since Problem Modified is infeasible, for any $\beta \in [0, 1]$, we have $E[(v - (1 + \gamma)D)I\{\beta v \geq D\}] < 0$. This implies that the Lagrangian multiplier $\lambda$ that minimizes Eq. (16) is $\infty$; see the definition of $L(b, \lambda)$ in Eq. (13). Since the objective function of Eq. (16) is $-\infty$, we conclude that the buyer does not participate in the auction.
A.2. Proof of Proposition 1

Assume that under the higher reserve price $r_H$, the buyer participates in the SPA and his ROI constraint is binding. If the buyer’s ROI constraint under reserve price $r_L$ is non-binding, then the result holds. This follows from Theorem 1, where we show the buyer’s shading factor is one when the ROI constraint is non-binding. Thus, we will focus on the case where the buyer’s ROI constraint is also binding under the SPA with reserve price $r_L$.

By Theorem 1, the shading factor under the SPA with reserve price $r \in \{r_L, r_H\}$ is the unique solution of $	ilde{R}(\beta) = 0$, see Eq. (15), where

$$
\tilde{R}(\beta) = \mathbb{E}[(v - D(1 + \gamma)) \mathbbm{1}\{v \beta \geq D\}] = \int_{r}^{\hat{v}} \int_{r}^{\hat{v}} \mathbb{E}_{v}[v \beta \in \mathbb{R}] = \int_{r}^{\hat{v}} \mathbb{E}_{v}[v \beta \in \mathbb{R}] = \int_{r}^{\hat{v}} \mathbb{E}_{v}[v \beta \in \mathbb{R}]
$$

where $\hat{g}$ is the distribution of $\max_{j \neq i} \{b_j\}$. Note that $\tilde{R}(\beta)$ implicitly depends on the reserve price $r$. From the proof of Theorem 1, we know that the unique solution of $\tilde{R}(\beta) = 0$ in the range $(\frac{1}{1+\gamma}, 1)$ determines the equilibrium shading behavior. Since the right-hand side of the equation above is decreasing in $r$, the shading factor is greater under $r_H$ than $r_L$.

A.3. Proof of Theorem 2

The proof is divided into three parts, each corresponding to low, moderate and high target ROIs.

**Low target ROI ($\gamma < \gamma_L$)** Recall that $\gamma_L$ is the ROI of a buyer when an SPA with the monopoly reserve is run and buyers bid truthfully. This implies that for any $\gamma < \gamma_L$, the optimal mechanism is an SPA with the monopoly reserve price $r_m$. To see why, note that when $\gamma < \gamma_L$ and the seller runs the SPA with reserve of $r_m$, the ROI constraints are not binding under truthful bidding, and as a result, buyers’ weakly dominant strategy is to bid truthfully.

**Moderate target ROI ($\gamma \in [\gamma_L, \gamma_H]$).** To characterize the optimal mechanism, we first construct an upper bound on Problem OPT. To construct an upper bound, we dualize the ROI constraint using a particular Lagrangian multiplier. We then show that the revenue of the SPA with reserve $r_\gamma$ matches the upper bound. This shows that this mechanism is optimal. To do so, we use the following three lemmas.

**Lemma 4 (ROI Decreases in Reserve Price).** Assume that the seller runs an SPA with reserve $r \in [0, r_m]$ and buyers bid truthfully. Then, the ROI of a buyer, which is between $\gamma_L$ and $\gamma_H$, is decreasing in $r$.

Lemma 4 shows that for any $\gamma \in [\gamma_L, \gamma_H]$, there exists $r_\gamma$ that solves Eq. (6). In other words, for any moderate target ROI, there exists a reserve price $r_\gamma$ that binds the ROI constraints. In the next lemma, we use $r_\gamma$ to construct a Lagrange multiplier.

**Lemma 5 (Optimal Lagrange Multiplier).** Let

$$
\tilde{\phi}(x, \lambda, \gamma) = \lambda x + \phi(x)(1 - \lambda(1 + \gamma))
$$

Then, there exists $\lambda^* \in [0, \frac{1}{1+\gamma}]$ that solves $\tilde{\phi}(r_\gamma, \lambda^*, \gamma) = 0$. 

We use $\lambda^*$ to construct our upper bound. By weak duality, Problem $\text{OPT}$ is upper bounded by:
\[
\max_{(q_i, u_i) \in \mathcal{T}_i, \in [n]} \mathbb{E} \left[ \sum_{i=1}^{n} \phi(v_i) q_i(v) - u_i(v) + \lambda^* \left( -\gamma v_i q_i(v_i) + (\gamma + 1) u_i(v_i) \right) \right],
\]
where $u_i(v_i) = u_i(v) + \int_{-\infty}^{v_i} q_i(x)dx$ and the feasible region (ignoring the constraints $\sum_{i=1}^{n} q_i(v) \leq 1$ for any $v \in [\underline{v}, \bar{v}]^n$) is given by
\[
\mathcal{T}_i = \{(q_i, u_i(v)) \mid q'_i(v) \geq 0, \ u_i(v) \geq 0 \}.
\]
We know from Myerson (1981) that $u_i(v_i) = u_i(v) + \int_{-\infty}^{v_i} q_i(x)dx$ and
\[
\mathbb{E}[u_i(v_i)] = \mathbb{E}[\alpha(v) q_i(v_i)] + u_i(v),
\]
where $\alpha(v_i) = \frac{1-F(u_i)}{f(v_i)}$. Therefore, Eq. (17) can be rewritten as
\[
\max_{(q_i, u_i) \in \mathcal{T}_i, \in [n]} \mathbb{E} \left[ \sum_{i=1}^{n} q_i(v) \left( v_i (1 - \lambda^* \gamma) - \alpha(v_i) (1 - \lambda^* (1 + \gamma)) \right) \right] - \sum_{i=1}^{n} u_i(v_i) (1 - \lambda^*(1 + \gamma))
\]
\[
= \max_{(q_i, u_i) \in \mathcal{T}_i, \in [n]} \mathbb{E} \left[ \sum_{i=1}^{n} q_i(v) \bar{\phi}(v_i, \lambda^*, \gamma) \right] - \sum_{i=1}^{n} u_i(v_i) (1 - \lambda^*(1 + \gamma)).
\]
By Lemma 5, $\lambda^* \leq \frac{1}{1+\gamma}$. This implies that to maximize the above expression, we need to set $u_i(v_i)$ to zero. Furthermore, the item needs to get allocated to a buyer with the highest non-negative modified virtual value $\bar{\phi}(v_i, \lambda^*, \gamma)$. Observe that the modified virtual value, $\bar{\phi}(v_i, \lambda^*, \gamma)$, is increasing in $v_i$ when the distribution $F$ is regular. The monotonicity of $\bar{\phi}(v_i, \lambda^*, \gamma)$ follows from the fact that $\phi(v_i)$ is increasing and $\lambda^* \leq \frac{1}{1+\gamma}$. The fact that $\bar{\phi}$ is monotone implies that the item should be allocated to a buyer with the highest submitted bid/valuation as long as his valuation is greater than $r_\gamma$. Recall that by Lemma 5, $r_\gamma$ is the unique solution of $\{x : \bar{\phi}(x, \lambda^*, \gamma) = 0\}$.

Now, consider an SPA auction with reserve price $r_\gamma$. This mechanism is a feasible solution of Problem OPT as the ROI constraint is binding in this mechanism; see Lemma 4. Furthermore, the revenue of this mechanism matches the upper bound given in Eq. (17). This implies that this mechanism is optimal.

**High target ROI ($\gamma > \gamma_H$)** Similar to the previous part, we first construct an upper bound on Problem OPT by dualizing the ROI constraint. We then show that the revenue of the SPA with no reserve and subsidy of $s$ matches the upper bound.

Let $\lambda^* = \frac{1}{1+\gamma}$ be the Lagrangian multiplier of the ROI constraints. Then, the upper bound, given in Eq. (18), can be written as
\[
\max_{(q_i, u_i(v)) \in \mathcal{T}_i, \in [n]} \mathbb{E} \left[ \sum_{i=1}^{n} q_i(v) \frac{v_i}{1+\gamma} \right].
\]
The above optimization problem is not a function of $u_i(v_i)$. Furthermore, the above expression gets maximized if we allocate the item to the buyer with the highest submitted bid. To complete the proof, we need to show that there is a feasible mechanism that obtains this upper bound.

Consider an SPA with no reserve and positive subsidy ($s = u_i(v)$) that solves Eq. (9). For this mechanism, the seller’s revenue, which is equal to $n \int_{0}^{v} \phi(v) F^{n-1}(v) f(v) dv - ns$, needs to be equal to the upper bound
\[
\max_{(q_i, u_i) \in \mathcal{T}_i, \in [n]} \mathbb{E} \left[ \sum_{i=1}^{n} q_i(v) \frac{v_i}{1+\gamma} \right] = \frac{n}{1+\gamma} \int_{0}^{v} v F^{n-1}(v) f(v) dv.
\]
By the definition of the subsidy $s$ given in Eq. (9), we conclude that the revenue of the seller in this mechanism matches its upper bound, and thus, the mechanism is optimal.
A.4. Proof of Theorem 3

By dualizing the ROI constraints and in particular, by Eq. (18) in the proof of Theorem 2, Problem OPT is upper bounded by

\[
\min_{\lambda_i \geq 0} \max_{(q_i, u_i) \in T_i, i \in [n]} \mathbb{E} \left[ \sum_{i=1}^{n} q_i(v) \bar{\phi}_i(v_i, \lambda_i, \gamma_i) \right] - \sum_{i=1}^{n} u_i(\bar{y})(1 - \lambda_i(\gamma_i + 1)) \tag{19}
\]

implies that the ROI constraint of buyer \(i\) for each buyer where the equality follows from definition of \(L\) outer optimization in Eq. (19) is always convex even if the inner one is non-convex. This is the case because \(\lambda\) stochastic optimization techniques; see for example Uryasev and Pardalos (2013). Also observe that when \(\lambda > \frac{1}{1+\gamma_i}\), then we can set \(u_i(\bar{y})\) to \(\infty\) in order to maximize \(L(q, u(\bar{y}), \Lambda)\). This implies that at any \(\lambda_i > \frac{1}{1+\gamma_i}\), \(\max_{(q_i, u_i) \in T_i, i \in [n]} L(q, u(\bar{y}), \Lambda) = \infty\). Therefore, we can reduce the range of \(\lambda_i\) to \([0, \frac{1}{1+\gamma_i}]\) and rewrite Eq. (19) as follows

\[
\min_{\lambda_i \in [0, \frac{1}{1+\gamma_i}]} \max_{(q_i, u_i) \in T_i, i \in [n]} L(q, u(\bar{y}), \Lambda)
\]

where the inequality follows because \(\lambda_i \in [0, \frac{1}{1+\gamma_i}]\). In fact, when \(\lambda_i \in [0, \frac{1}{1+\gamma_i}]\), to maximize \(L(q, u(\bar{y}), \Lambda)\), we need to set \(u_i(\bar{y})\) to zero, and when \(\lambda_i = \frac{1}{1+\gamma_i}\), \(L(q, u(\bar{y}), \Lambda)\) does not depend on \(u_i(\bar{y})\). Then, to maximize \(\mathbb{E} \left[ \sum_{i=1}^{n} q_i(v) \bar{\phi}_i(v_i, \lambda_i, \gamma_i) \right] \), the item needs to be allocated to the buyer with the highest non-negative modified virtual value, \(\bar{\phi}_i(v_i, \lambda_i, \gamma_i)\). Thus, Eq. (21) can be further simplified as follows

\[
\min_{\lambda_i \in [0, \frac{1}{1+\gamma_i}]} \mathbb{E} \left[ \left( \max_{i \in [n]} \bar{\phi}_i(v_i, \lambda_i, \gamma_i) \right)^+ \right] = \mathbb{E} \left[ \left( \max_{i \in [n]} \bar{\phi}_i(v_i, \lambda_i^*, \gamma_i) \right)^+ \right], \tag{22}
\]

where the equality follows from definition of \(\lambda_i^*\), given in Eq. (11). Let \(q_i'(v) = 1\) when buyer \(i\) has the highest modified virtual value, i.e., when \(\bar{\phi}_i(v_i, \lambda_i^*, \gamma_i) \geq \max_{j \neq i} (\bar{\phi}_j(v_j, \lambda_j^*, \gamma_j))^+\), and zero otherwise. The next lemma establishes an important property of \(\lambda_i^*\).

**Lemma 6 (Complementary Slackness).** Let \((q^*, u^*(\bar{y}))\) be defined by

\[
(q^*, u^*(\bar{y})) = \arg \max_{(q_i, u_i) \in T_i, i \in [n]} L(q, u(\bar{y}), \lambda^*).
\]

Then, for any \(i \in [n]\), we have

\[
\lambda_i^* \left( \mathbb{E} \left[ (v_i - (\gamma_i + 1)\phi_i(v_i))q^*_i(v) \right] + (1 + \gamma_i)u^*_i(\bar{y}) \right) = 0
\]

Lemma 6 shows that the optimal Lagrangian multiplier, \(\lambda_i^*\), satisfies complementary slackness. That is, for each buyer \(i\), either \(\lambda_i^* = 0\), or \(\mathbb{E} \left[ (v_i - (\gamma_i + 1)\phi_i(v_i))q^*_i(v) \right] + (1 + \gamma_i)u^*_i(\bar{y}) = 0\). We note that the latter implies that the the ROI constraint of buyer \(i\) is binding.
So far, we have fully characterized an upper bound on Problem $\text{OPT}$. As our last step, we need to show that Mechanism $\mathcal{M}(\Lambda^*, \Gamma, S^*)$ obtains the upper bound. Mechanism $\mathcal{M}(\Lambda^*, \Gamma, S^*)$ allocates the item to the buyer with the highest non-negative modified virtual value $\tilde{\phi}_i(v_i, \lambda^*_i, \gamma_i)$. Thus, to show that this mechanism is optimal, it suffices to show that

$$ \lambda^*_i \left( \mathbb{E} \left[ (v_i - (\gamma_i + 1)\phi_i(v_i))q^*_i(v) \right] + (1 + \gamma_i)u^*_i(\gamma) \right) = 0. $$

Note that the above expression is the extra term that is added to the objective function of Problem $\text{OPT}$ to construct the upper bound. That is, this term is the Lagrange multiplier times the ROI of the constraint of buyer $i$. The above equation holds by Lemma 6 and by observing the fact that $s^*_i = u^*_i(\gamma)$. To see the latter note that both $s^*_i$ and $u^*_i(\gamma)$ are zero where $\lambda^*_i < \frac{1}{\gamma_i + 1}$, and they both solve $\mathbb{E} \left[ (v_i - (\gamma_i + 1)\phi_i(v_i))q^*_i(v) \right] + (1 + \gamma_i)y = 0$ when $\lambda^*_i = \frac{1}{\gamma_i + 1}$; see the definition of subsidy $s^*_i$.

### A.5. Proof of Proposition 3

We first show that $r_i$ is decreasing in $\lambda_i$ and $\gamma_i$ when $r_i \leq r^m$. Then, considering the fact that $r^*_i = r^m$ when $\lambda^*_i = 0$, or $\gamma^*_i = 0$, we can conclude that $r^*_i \leq r^m$ for any values of $\lambda^*_i > 0$ and $\gamma^*_i > 0$.

By definition, reserve price $r_i$ solves

$$ \tilde{\phi}(r_i, \lambda_i, \gamma_i) = \lambda_i r_i + \phi_i(r_i)(1 - \lambda_i(1 + \gamma_i)) = 0. $$

The derivative of $r_i$ w.r.t. $\lambda_i$ is given by

$$ \frac{\partial r_i}{\partial \lambda_i} = -\frac{\partial \phi(r_i, \lambda_i, \gamma_i)}{\partial \lambda_i} = \frac{\frac{\partial \phi(r_i, \lambda_i, \gamma_i)}{\partial r_i}}{\frac{\partial \phi(r_i, \lambda_i, \gamma_i)}{\partial r_i}} = \frac{\frac{\partial \phi(r_i, \lambda_i, \gamma_i)}{\partial r_i}}{\frac{\partial \phi(r_i, \lambda_i, \gamma_i)}{\partial r_i}} = \frac{\lambda_i r_i}{r_i + \phi_i(r_i)(1 - \lambda_i(1 + \gamma_i))} \leq 0, $$

where the inequality holds because (i) $r_i \leq r^m$ and as a result, $\phi_i(r_i) \leq 0$, (ii) $\lambda_i \leq \frac{1}{1 + \gamma_i}$, and (iii) $\phi'(r_i) \geq 0$.

Similarly, the derivative of $r_i$ w.r.t. $\gamma_i$ is given by

$$ \frac{\partial r_i}{\partial \gamma_i} = -\frac{\partial \phi(r_i, \lambda_i, \gamma_i)}{\partial \gamma_i} = \frac{\lambda_i r_i}{r_i + \phi_i(r_i)(1 - \lambda_i(1 + \gamma_i))} \leq 0, $$

where the inequality holds because distribution $F_i$ is regular and $r_i < r^m$.

### Appendix B: Additional Proofs

#### B.1. Proof of Lemma 1

Let $G(\cdot)$ and $g(\cdot)$ be the probability distribution and probability density of $D$. For any $\beta \leq \frac{\bar{v}}{\bar{v}}$, $\hat{R}(\beta) = 0$. Now assume that $\beta > \frac{\bar{v}}{\bar{v}}$. Then, by definition,

$$ \hat{R}(\beta) = \int_{\frac{\beta}{\bar{v}}}^{\bar{v}} vG(v\beta)\hat{f}(v)\text{d}v - (1 + \gamma) \int_{\frac{\beta}{\bar{v}}}^{\bar{v}} \int_{\frac{\beta}{\bar{v}}}^{v} yg(y)\text{d}y\text{d}f(v)\text{d}v. $$

By taking derivative w.r.t. $\beta$, we get

$$ R'(\beta) = \frac{r^2}{\beta^3} G(r) \frac{f(r)}{\beta} + \int_{\frac{\beta}{\bar{v}}}^{\bar{v}} v^2 g(v)\hat{f}(v)\text{d}v - (1 + \gamma) \int_{\frac{\beta}{\bar{v}}}^{\bar{v}} v^2 g(v)\hat{f}(v)\text{d}v = \frac{r^2}{\beta^3} G(r) \frac{f(r)}{\beta} + (1 - (1 + \gamma)\beta) \int_{\frac{\beta}{\bar{v}}}^{\bar{v}} v^2 g(v)\hat{f}(v)\text{d}v. $$

The above expression is positive when $\beta \leq \frac{1}{(1 + \gamma)^2}$. 
B.2. Proof of Lemma 2
Assume, contrary to our claim, that \( \frac{1}{1+\gamma} \leq \xi \). This implies that \( \gamma \geq \frac{\xi}{1+\gamma-\xi} \). We will show that this equation cannot hold. Since \( \gamma \in (\gamma_1, \gamma) \), there exists \( \beta \) such that \( R(\beta) = \gamma \). That is,

\[
E[(v-D)1\{v\beta \geq D\}] = \gamma,
\]

In addition, by our assumption, we have \( \gamma \geq \frac{\xi}{1+\gamma-\xi} \). That is, \( \frac{E[(v-D)1\{v\beta \geq D\}]}{E[1\{v\beta \geq D\}]} \geq \frac{\xi}{1+\gamma-\xi} \). But, this cannot be satisfied because \( v \leq \bar{v} \) and \( D \geq r \).

B.3. Proof of Lemma 3
Contrary to our claim, suppose that there are \( \beta_1 < \beta_2 \) that solves \( \bar{R}(\beta_1) = \bar{R}(\beta_2) = 0 \). Let \( \lambda_1 \) and \( \lambda_2 \) solve \( \beta_1 = \frac{(1+\lambda_1)}{(\lambda_1(1+\gamma_1)+1)} \) and \( \beta_2 = \frac{(1+\lambda_2)}{(\lambda_2(1+\gamma_1)+1)} \). Then, by weak duality, the maximum utility obtained by the buyer is less than or equal to

\[
E[(v-D)1\{\beta_1v \geq D\}] + \lambda_i(E[v1\{\beta_1v \geq D\}] - (1+\gamma)E[D1\{\beta_1v \geq D\}) \quad \text{for } i = 1, 2.
\]

Since \( \bar{R}(\beta_i) = 0 \), the maximum utility obtained by the buyer is less than or equal to

\[
E[(v-D)1\{\beta_i \geq D\}] \quad \text{for } i = 1, 2.
\]

Now assume that the buyer shades his bids by a factor of \( \beta_2 \). In this case, his utility is given by \( E[(v-D)1\{\beta_2v \geq D\}] \). By weak duality again, the utility of the buyer should be less than \( E[(v-D)1\{\beta_1v \geq D\}] \); that is, \( E[(v-D)1\{\beta_2v \geq D\}] < E[(v-D)1\{\beta_1v \geq D\}] \). But, this cannot happen because \( \beta_2 > \beta_1 \).

B.4. Proof of Lemma 4
Consider an SPA with reserve price \( r \). Using the standard Myersonian technique, if all buyers bid truthfully, the ROI of a buyer is given by

\[
\frac{\int_{r}^{\bar{V}} vF_{n-1}(v) dF(v)}{\int_{r}^{\bar{V}} \phi(v)F_{n-1}(v) dF(v)} - 1.
\]

In the following, we show that when \( r < r_m \), the ROI of the buyer decreases in the reserve price \( r \). Then, the result follows because by definition, the ROI under an SPA with the monopoly reserve is \( \gamma_L \) and the ROI under an SPA with no reserve is \( \gamma_H \).

Let \( V = \int_{r}^{\bar{V}} vF_{n-1}(v) dF(v) \) and \( P = \int_{r}^{\bar{V}} \phi(v)F_{n-1}(v) dF(v) \). By taking derivative of the ROI w.r.t. \( r \), we get

\[
-\frac{rF_{n-1}(r)f(r)P + \phi(r)F_{n-1}(r)f(r)V}{P^2} = \frac{F_{n-1}(r)f(r)}{P^2}(-rP + \phi(r)V) \leq 0,
\]

where the inequality holds because \( r \leq r_m \) and as a result, \( \phi(r) \leq \phi(r_m) = 0 \).

B.5. Proof of Lemma 5
We first argue that for any \( \lambda > \frac{1}{1+\gamma} \), \( \bar{\phi}(r, \gamma, \lambda) > 0 \). This implies that \( \bar{\phi}(r, \lambda, \gamma) \) can be zero only when \( \lambda \leq \frac{1}{1+\gamma} \). Then, considering the fact that \( \bar{\phi}(r_\gamma, 0, \gamma) = r_\gamma - \alpha(r_\gamma) = \phi(r_\gamma) \leq 0 \), there exists \( \lambda \in [0, \frac{1}{1+\gamma}] \) that solves \( \bar{\phi}(r_\gamma, \lambda, \gamma) = 0 \). To see why \( \bar{\phi}(r_\gamma, 0, \gamma) \leq 0 \) note that by Lemma 4, \( r_\gamma \leq r_m \).

Suppose that \( \lambda > \frac{1}{1+\gamma} \). By definition,

\[
\bar{\phi}(r_\gamma, \lambda, \gamma) = \lambda x + \phi(x)(1 - \lambda(1 + \gamma)) > 0
\]

where the inequality holds because by Lemma 4 and \( \lambda > \frac{1}{1+\gamma} \).
B.6. Proof of Lemma 6

By Eq. (20), \( \lambda^*_i, i \in [n] \), solves the following equation

\[
(\lambda^*_1, \ldots, \lambda^*_n) = \arg \min_{\lambda_i \in [0, \frac{1}{1+\gamma_i}]} \mathbb{E} \left[ \sum_{i=1}^{n} q^*_i(v) \bar{\phi}_i(v_i, \lambda_i, \gamma_i) \right] - \sum_{i=1}^{n} u^*_i(\bar{v})(1 - \lambda_i(\gamma_i + 1)),
\]

Since, the above optimization is convex, \( \lambda^*_i \) satisfies the KKT condition. That is,

\[
\lambda^*_i \frac{\partial \left( \mathbb{E} \left[ \sum_{i=1}^{n} q^*_i(v) \bar{\phi}_i(v_i, \lambda^*_i, \gamma_i) \right] - \sum_{i=1}^{n} u^*_i(\bar{v})(1 - \lambda^*_i(\gamma_i + 1)) \right)}{\partial \lambda^*_i} = 0
\]

\[
\Rightarrow \lambda^*_i \left( \mathbb{E} \left[ (1 + \gamma_i) \bar{\phi}_i(v_i) \right] + u^*_i(\bar{v})(\gamma_i + 1) \right) = 0.
\]